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Advances in computational capabilities have driven the information technology revolution, which in turn
has driven advances in nearly all fields of science, medicine, and business. At the same time, computing
devices have become ubiquitous, and today’s cell phones pack an enormous amount of computational power
into small form-factor devices. These advances have largely been driven by Moore’s Law, or the doubling of
the number of transistors available for a given cost every two years. Advanced semiconductor technologies
provide a wealth of transistor resources that computer architects exploit to provide improved performance
and other advanced computing capabilities. However, as manufacturing process technologies shrink feature
sizes to the nanoscale, this growth is threatened by severe technology-related scaling challenges. These
scaling challenges include minimizing energy consumption, mitigating process variations, and optimizing
power delivery and voltage control [1]. Addressing these scaling challenges through both hardware and
software design mechanisms, and hence striving to maintain growth in computational capabilities, is the
primary activity of my research group.

Although incredibly powerful computing devices are available today, the single-minded pursuit of per-
formance has led to power consumption emerging as one of the main bottlenecks for nearly all types of
computing systems. Power dissipation is a limiting factor in battery-operated portable devices. As society
evolves to a highly connected world of cellular phones and portable computers, reducing power consumption
in these devices is of the utmost importance and therefore the center of active research and development.
However, issues related to power dissipation are not restricted to battery-powered systems. Energy has
been identified as a first-class design constraint for systems ranging from embedded microcontrollers in tiny
sensor devices to high-performance servers powering Internet data centers. In recent years thermal limits
and power delivery have become key constraints in the design of high-performance microprocessors. The
thermal and power delivery constraints heavily depend on the temporal and spatial characteristics of power
dissipation within the microprocessor, and hence are tightly linked to the computer architecture and appli-
cation workloads. Another key technology challenge that designers must face is uncertainty in transistor
device characteristics due to manufacturing process variations. This challenge threatens to derail Moore’s
Law scaling by severely disrupting memory device scaling, increasing standby power dissipation, and caus-
ing stagnation in chip-level performance growth.

My research focuses on each of these design issues across a range of computing application domains
spanning low-power embedded and high-performance computing systems. This research is connected by
several common themes. First, understanding the challenges and opportunity of underlying trends in com-
puter implementation technology is critical to future computer system design. Understanding these fu-
ture trends allows me to choose research problems that become increasingly significant as these challenges
emerge. A basic tenet of my research is that many of these low-level, technology related problems are more
easily solved when one considers the impact of the problem at the system level. A problem that may seem
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incredibly challenging when considered at the scale of a single transistor, may become significantly easier
when one understands how many such transistors are connected into a system and the needs of software as it
runs on these systems. Another theme of my research is that in order to make headway on the design of novel
solutions to these low-level problems, we must develop understanding of the system-level impact of these
challenges. Examples include constructing models to understand the ramifications of architectural decisions
on power dissipation and developing models to analyze how transistor device variability impacts systems
as a unit. Finally, the temporal and spatial characteristics of these technology challenges indicate that we
must consider solutions that span multiple disciplines in order to find approaches that operate at the appro-
priate granularity. My research reflects this with inter-disciplinary work between computer architecture and
circuits, VLSI-CAD, compilers, virtual machines, networking, and application design.

My Ph.D. thesis research at Princeton was one of the first efforts to study power dissipation and thermal
issues at the chip architecture level [2–4]. Part of my thesis research involved development of the Wattch
power-performance architectural simulator [3], which is heavily used by researchers worldwide to study
power issues. Spending a year at IBM Research after completing my Ph.D. allowed me to apply these
lessons to the early-stage design of IBM’s Cell processor and IBM’s POWER6 processor. During my time
at IBM I also developed the PowerTimer research infrastructure, which allows accurate power modeling
of high-performance PowerPC microprocessors [5, 6]. This infrastructure allowed us to perform a detailed
power analysis of one of the most fundamental parameters in microprocessor design – the number of pipeline
stages in a microprocessor [7,8]. This research influenced the computing industry by highlighting the critical
importance of architectural design on power-performance efficiency.

After I brought the PowerTimer infrastructure to Harvard, we extended the modeling toolkit to ana-
lyze the impact of multi-threading and multi-core design on power efficiency and thermal hotspots [9–11].
We also demonstrated that multi-core designs that utilize simple cores provide inherent energy and thermal
advantages compared to complex single-core designs [12]. These efforts, as is the case with much microar-
chitectural analysis, involves an ad-hoc approach that is not scalable to large design spaces. To address this
problem, we proposed a new approach to power-performance design space exploration utilizing regression-
based statistical inference [13]. This analysis approach has been extremely powerful, allowing detailed
studies of Pareto-optimal design spaces and multiprocessor heterogeneity [14]. We have also applied the ap-
proach to tuning of application parameters [15], understanding the roughness of microarchitectural design
topologies [16], and quantifying the power-performance efficiency of fine-grained architectural reconfigura-
bility [17]. In collaboration with Intel, we demonstrated the technique within the context of an evolutionary
product design cycle and demonstrated a composable multi-core simulation approach [18]. Strategies based
on statistical inference and other machine-learning approaches are likely to have a significant role to play in
many areas of constrained architecture and system design.

Computer designs are increasingly bumping up against the power wall – hard caps on the amount of
power that can be consumed in a system. This power wall may be set by power-source limitations (e.g.,
battery) or thermal limitations, and has the potential to limit technology scaling [19]. For the largest power-
efficiency gains (100-1000×), we have begun to consider composable specialization. For example, we have
explored a domain-specific architecture for wireless sensor nodes that leverages the event-driven, regular
processing characteristics of the sensor node domain [20–22]. The proposed architecture has been evaluated
through a detailed simulation analysis [23] and through a prototype implementation in 130nm CMOS. We
have also explored heterogeneous, domain-specific instruction set architectures for general-purpose micro-
controllers [24, 25]. Our recent efforts have looked to expand the composable specialization approach to
high-performance systems that are increasingly facing the power wall.

Another challenge of nanoscale design is variation in device characteristics due to difficulties in manu-
facturing transistors with shrinking feature size. While there have been efforts to address variations at the
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circuit and VLSI-CAD levels, our work is among the first to address these challenges at the system-level.
Our first effort explored tradeoffs between microarchitectural parameter selection and sensitivity to varia-
tions [26]. We then explored techniques to mitigate variations in microprocessor register files and execution
units, with concepts including port-switching register files and variable-latency functional units [27]. We
also developed a technique called voltage interpolation which allows fine-grained spatial voltage control
in a microprocessor to alleviate variations. We developed a prototype floating-point unit in 130nm CMOS
that demonstrates both the variable-latency and voltage interpolation techniques [28], and we performed a
system-level study that explores tradeoffs between the two techniques for a 16-core CMP machine [29, 30].
Our recent efforts explore the optimal selection of voltage cut-points for the interpolation technique when
considering tradeoffs in terms of power overheads and tunability [31].

Process variations are especially problematic for memory designs, which rely on the smallest feature-
size transistors. Recent results from Intel show that traditional 6T memory cells are not scaling with tech-
nology nodes which is alarming because a large fraction of chip area is devoted to memories. We have been
exploring the radical approach of replacing 6T static memory cells with dynamic 3T memory cells. Our
analysis shows that in 3T memories, all effects of variations can be captured by the simple data retention
time parameter, which can be managed with architectural solutions including cache refresh and replacement
policies [32, 33]. We are currently working on prototyping this idea in a 90nm test chip, and studying other
benefits of 3T memories.

Fluctuations in the delivery of power to a microprocessor result in different types of variations. Power
delivery variations result in dips or spikes in the supply voltage which could lead to transient faults. In
order to avoid these voltage emergencies, designers often impose wide voltage margins to protect against
worst-case operating conditions, resulting in large performance penalties or power overheads in the common
case. Our initial efforts in this area explored using formal feedback-control mechanisms to guide a voltage
sensor and throttling mechanism [34]. One of the observations of this work was that certain sequences
of instruction code can lead to these voltage emergencies, and we explored this idea in more depth in
subsequent analysis [35–37]. This ultimately led to our development of a simple, highly-accurate voltage
emergency predictor, which can be used to proactively avoid voltage transients [38]. We have also explored
a variety of architectural and software solutions for these problems, including fine-grained architectural state
checkpointing [39] and compiler-inserted instructions that can smooth processor current load [40].

Dynamic runtime systems provide many opportunities for energy savings due to the potential for ex-
ploiting slack within program execution by applying techniques such as dynamic voltage/frequency scaling
(DVFS). For example, memory-bound loops within workloads provide an opportunity to reduce the fre-
quency and voltage of the CPU with minimal performance impact. We explored the use of a software
optimization layer that samples performance counters to determine appropriate DVFS settings, and we ap-
plied the technique to an Intel test-board with a Pentium M processor [41,42]. Conventional DVFS schemes
are inherently limited by the speed of voltage transitions, and in the multi-core era, by having a single global
voltage knob for all cores in a microprocessor. We are exploring integrated on-chip voltage regulators that
can address these challenges. Integrating the regulator onto the chip can drastically reduce voltage response
(potentially providing nanosecond-scale voltage switching times), and the regulator can be distributed across
multiple cores allowing per-core voltage control [43]. We are now in the process of building a prototype of
the on-chip regulator which will allow us to validate our existing simulation-based analysis.

Highlights of my research can be found in the following five research papers [7, 13, 23, 29, 32].
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