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A Digital Fountain Approach to Asynchronous
Reliable Multicast

John W. Byers, Michael Luby, and Michael Mitzenmaghdember, IEEE

Abstract—The proliferation of applications that must reliably ~ will vary, and their access times will overlap with those of

distribute large, rich content to a vast number of autonomous re- other receivers. Our general approach will accommodate both
ceivers motivates the design of new multicast and broadcast pro- 5 these application styles.

tocols. We describe an ideal, fully scalable protocol for these ap- : - . -
plications that we call a digital fountain. A digital fountain allows While unicast protocols successfully use receiver-initiated

any number of heterogeneous receivers to acquire content with op- F€quests for retransmission of lost data to provide reliability, it
timal efficiency at times of their choosing. Moreover, no feedback is widely known that the multicast analogue of this solution is
channels are needed to ensure reliable delivery, even in the face ofunscalable. For example, consider a server distributing a new
high loss rates. _ . software release to thousands of receivers. As receivers lose
We develop a protocol that closely approximates a digital foun'k packets, their requests for retransmission can quickly over-

tain using two new classes of erasure codes that for large bloc helm th . K feedback implosi
sizes are orders of magnitude faster than standard erasure codes. WNEIM € SErver in a process known as reedback implosion.

We provide performance measurements that demonstrate the fea- Even in the event that the server can handle the requests, the
sibility of our approach and discuss the design, implementation, retransmitted packets are often of use only to a small subset of

and performance of an experimental system. the receivers. More sophisticated solutions that address these
Index Terms—Content delivery, erasure codes, forward error limitations by usi.ng techniques such as local repair, polling,
correction, reliable multicast, scalability. or the use of a hierarchy have been proposed [10], [15], [21],

[26], [34], but these solutions as yet appear inadequate [24].
Moreover, whereas adaptive retransmission-based solutions are
at best unscalable and inefficient on terrestrial networks, they
NATURAL solution for companies that plan to effi-are unworkable on satellite networks, where the back channel
ciently disseminate large, rich content over the Interngtpically has high latency and limited capacity, if it is available
to millions of concurrent receivers is multicast or broadcast all.
transmission. These transmissions must be fully reliable, haveThe problems with solutions based on adaptive retransmis-
low network overhead, support vast numbers of receivers wifon have led many researchers to consider applying forward
heterogeneous characteristics, and should be deployed withri@r correction (FEC) based on erasure codes (also known as
minimum of server-side infrastructure investment. ActivitieEEC codes) to reliable multicast [11], [22], [23], [25], [28], [29],
that have such requirements include distribution of softwari@1], [32]. The basic principle behind the use of erasure codes
archived video, financial information, music, and games. Orn® that the original source data, in the form of a sequence of
method for content dissemination is to “push” content frorh packets, along with additional redundant packets, are trans-
a single source to multiple receivers, which can be achievaitted by the sender, and the redundant data can be used to re-
by reliable multicast, but many applications require more thaover lost source data at the receivers. A receiver can reconstruct
just a reliable multicast protocol, since receivers will wish tthe original source data once it receives a sufficient number of
access the data at times of their choosing, their access spgmkets. The main benefit of this approach is that different re-
ceivers can recover from different lost packets using the same
) ) ) redundant data. In principle, this idea can greatly reduce the
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that block. They demonstrate that this approach is effectivetical approximation of a digital fountain using erasure codes.
for dramatically reducing the number of retransmissions whé&nmajor hurdle in implementing a digital fountain is that stan-
packet loss rates are low (they typically consider 1% lostrd RS codes have unacceptably high running times for these
rates). However, this approach cannot eliminate the need &pplications. Hence, in Section V, we describe Tornado codes
retransmissions, especially as the number of receivers grdi8]: a class of erasure codes that have extremely fast encoding
large or for higher rates of packet loss. This general approaahd decoding algorithms but which still do not realize all the
also does not enable receivers to join the session dynamicallyenefits of a digital fountain solution. We then outline the prop-
To eliminate the need for retransmission and to allow rerties of a new class of codes, Luby transform (LT) codes [17],
ceivers to access data asynchronously, the usdatieecarousel which for all practical purposes realize the digital fountain solu-
or broadcast disk approach can ensure full reliability [1]. Ition and have been used commercially in the products of Digital
a data carousel approach, the source repeatedly loops throkghintain, Inc. [9]. Both of these classes of codes generally yield
transmission of all data packets. Receivers may join the streanfar superior approximation to a digital fountain than can be
at any time and then listen until they receive all distinct packetsalized with RS codes in practice, as we show in Section VI.
comprising the transmission. Clearly, the reception overheadmtSection VII, we describe the design and performance of a
a receiver, measured in terms of unnecessary receptions, cawbeking prototype system for bulk data distribution based on
extremely high using this approach. As shown in [2], [29], anfiornado codes that is built on top of IP Multicast. The perfor-
[31], adding redundant codewords to the carousel can dramatiance of the prototype bears out the simulation results, and it
cally reduce reception overhead. These papers advocate adaisg demonstrates the interoperability of this work with the lay-
a fixed amount of redundancy to blocks of the transmissi@ted multicast techniques of [6], [32], and others. We conclude
using RS codes. The source then repeatedly loops throughwhdh additional research directions we are pursuing which in-
set of blocks, transmitting one data or redundant packet abstantiate the digital fountain approach for other content distri-
each block in turn until all packets are exhausted and then ke#tion methods.
peats the process. This interleaved approach enables the receiver
to reconstruct the source data once it receives sufficiently many Il. REQUIREMENTS FOR ANIDEAL PROTOCOL
packets from each block. The limitation of using this approach L . -
over lossy networks is that the receiver may still receive manyWe recall an example application in which millions of re-

unnecessary packets from blocks that have already been re¢give’s want to download a new release of software over the
structed while waiting for the last packets from the last fefourse of several days. For this application, we assume that there

blocks it still needs to reconstruct. We quantify the performane@ single distribution_ server, and that the server_will send out a
cost of such an approach in Section VI. stream of packets (using either broadcast or multicast) as long as
The approaches described above that limit the need for taere are receivers attempting to download the new release. This
transmission requests can be thought of as imperfect approxir@ftware download application highlights several important fea-
tions of an ideal solution, which we caltigital fountain Adig- ~ tures common to many similar applications that must distribute
ital fountain is conceptually simpler, more efficient, and appliulk data. In addition to keeping network traffic to a minimum, a
cable to a broader class of networks than previous approachetocol for distributing the software using multicast should be:
A digital fountain injects a stream of distinct encoding packets « Scalable:Server load remains constant whether there are
into the network, from which a receiver can reconstruct the  gne or a million receivers.
source data. The key property of a digital fountain is that the « Reliable: An exact copy of the original file is recon-
source data can be reconstructed intact feong subset of the structed by each receiver.
encoding packets equal in total length to the source data. The. Reception-efficient: The total number of packets each re-
digital fountain concept resembles ideas found in the seminal  .qiver needs to reconstruct the file is minimal. Ideally, the

works of Maxemchuk [20] and Rabin [27]. Our approach is o ,441eqate length of packets needed is equal to the length
construct better approximations of a digital fountain from fast of the original file

erasure codes as a basis for protocols that perform reliable dis-, Time-efficient: The amount of processing required to

tribution of bulk data. .
. - . . . generate packets at the server and to reconstruct the file
We emphasize that the digital fountain concept is quite gen- ; Lo T
from received packets at the receiver is minimal.

eral and can be applied in diverse network environments. For __.~ . ) . A
B : « Time-independent: Receivers may initiate the download
example, our framework for data distribution is applicable not - T : . .
at their discretion, implying that different receivers may

only to multicast on the Internet but also to satellite and wire- he d load idelv di , Recei
less networks. These environments are quite differentin terms of start the oyvn oa aj[ widely disparate t|mes. eceivers
may sporadically be interrupted and continue the down-

packet loss characteristics, congestion control mechanisms, and :

end-to-end latency; we strive to develop a solution independent 10ad at a later time. .

of these environment-specific variables. These considerations® Server-independent:Receivers may collect packets for

motivate us to study, for example, a wide range of packet loss the file from one or more servers that are transmitting

rates in our comparisons. packets. No coordination between servers should be re-
The body of the paper is organized as follows. In Section II,  quired for this.

we describe in more detail the characteristics of the problems ¢ Tolerant: The protocol should tolerate a heterogeneous

we consider. In Section Ill, we describe the digital fountain so-  population of receivers, especially a variety of end-to-end

lution. In Section IV, we describe how to build a good theo-  packet loss rates and data rates.
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We also state our assumptions regarding channel characparticular drops that fill the glass, quenches one’s thirst. The
istics. Internet protocol (IP) multicast on the wired Internetligital fountain approach has all the desirable properties listed
or group communication over satellite, wireless, and cable areSection Il and functions over channels with the characteristics
representative of channels we consider. Perhaps the most gutined in Section 1.
portant property of these channels is that the return feedbaclan ideal way to implement a digital fountain is to directly use
channel from the receivers to the server is typically of limited can erasure code that takes source data consistirkgsolirce
pacity or is nonexistent. This is especially applicable to satelliggickets and produces sufficiently many encoding packets to
transmission. These channels are generally packet-based, faaét user demand. Indeed, standard erasure codes such as RS
each packet has a header including a unique identifier. They af@sure codes have the ideal property that a decoder at the client
best-effort channels designed to attempt to deliver all packeifde can reconstruct the original source data whenever it receives
but frequently, packets are lost or corrupted. Wireless networkgy: of the encoded packets, but as we shall show in Section IV,

are particularly prone to high rates of packet loss, and all of thestraightforward implementation of a digital fountain using a
networks we describe are prone to bursty loss periods. We g3 code is impractical.

sume that error-correcting codes (used independently from the
erasure codes we consider) are used to detect and correct errorsyy [ \miTATIONS OF BUILDING A DIGITAL FOUNTAIN
within a packet. If a packet contains more errors than can be WITH RS CODES

corrected by these codes, the error detection is used to recog;v i , L . .
nize that the packet still contains uncorrectable errors, and the//é now consider implementation issues associated with

packet is discarded and treated as a loss. Thus, a packet eiffylfing a digital fountain from RS codes. There are two
arrives completely intact and error-free, or it is lost. related considerations. The firstis running time, specifically the
The requirement that the solution be reliable, reception-efffe it takes to generate an encoding, and the time it takes to
cient, and either time-independent, server-independent, or iéﬁe_code. The second and more subtle consideration is a practical
erant implies that receiver robustness to any pattern of miss |tat|t?n on thﬁ size of an anlodngthat can bg generateq. I
packets is crucial. For example, a receiver may sporadically be' /€ P€gin with some terminology. Erasure codes are typically

interrupted, resuming the download one or more times bef zd to stritcth a f'rlle COES;“”%MSOWPG ptackets mttﬁ en\-N
completion. During the interruptions, the server will continu&°C!Ng Packets, whereé bofandn are input parameters. e

sending out a stream of packets (to other interested receivc%%fé tos = n/k as thestretch factorof an erasure code. This

that an interrupted receiver will miss. The efficiency requird. stretch factor naturally limits the extent to which erasure
N X . codes can approximate a digital fountain; a reasonable approx-

ment implies that the total length of all the contentthatarecelv%?ation roposed by other researchers (e.q.. [23], [28], [29].
prop y g

. . . . |
must receive in order to recover the file should be approximat ; .
equal to the total length of the file. ‘TQZ]) is to setn to be a multiple oft and then repeatedly cycle

through transmission of theseencoding packets.
For RS codes, the size of the finite field symbol alphabet is
I1l. DIGITAL FOUNTAIN SOLUTION an upper bound on, and this size limits the stretch factor. In
In this section, we outline an idealized solution that achiev80st practical implementations, the alphabet size is 256 (each
all the objectives laid out in Section Il for the channels of inSymbol is one byte), which limits to values of 256 or less. Itis
terest to us. In Sections IV-VII, we describe and evaluate a n@RSSiPIe to use a larger alphabet size for RS codes, e.g., 65536

approach that implements an approximation to this ideal solgach symbol is two bytes), butin this case, the practical stretch
tion that is superior to previous approaches factor is severely limited to small values due to processing con-

A universe of receivers wish to acquire a source file. In tl%deratlons. On the encoding side, the operations needed to gen-

idealized solution, one or more servers send out a stream of & aten encoding packets requirégn — k)A/2 exclusiveors

. - source packets, whergis the length of a symbol (16 in this
codmg packets (each packet distinct from aII_others) that Cont%nample). Thus, for example, if —10 000, anch —20000 (a
encoding data generated from the source file. The servers wi .

: . moderate stretch factor of two), then it takes 800 000 000 exclu-
generate and transmit encoding packets whenever there are an

receivers joined to the sessions carrying the packets. A cli fE-ors of source packets to produce 20 000 encoding packets

R i . from 10 000 source packets or around 80 000 exclusreof
remains joined to sessions frgm a subset.of the SEIVers Fmt'l rce packets per source packet, which is prohibitively expen-
aggregate length of all encoding packets ithas received is €qugl, 115 even a moderate stretch factor of two is not practi-

to the length of the source file. In this idealized solution, each 'Bally possible for moderate values kf For all but very small
ceiver can reconstruct an exact copy of the original file from thg,| jes ofk, the practical limitation om —  is a few hundred
received encoding packets, independent of which servers gengimost, as the processing overhead to produce the encoding per
ated the encoding packets, independent of losses, and indeR@fyrce packet is linear {m—k)A/2. (Values used in [25], [29],
dent of the intervals of time the receiver was joined to the s§31], and [32] have: andn — k ranging from 8 to 256). The de-
sions. Ideally, the amount of processing required by the servggsing time is typically comparable to the encoding time for RS
to generate encoding packets and by the receivers to reconstggdgfes.
the file from received encoding packets is minimal. There are several other significant limitations with constant
We metaphorically describe the stream of encoding packetsetch factors. The first limitation regards packet loss in the net-
produced by one of the servers in this idealized solution asvark—for any prespecified value af under sufficiently high
digital fountain The digital fountain has properties similar to doss rates, a receiver may not receiveut of n packets in one
fountain of water; drinking a glass of water, irrespective of theycle. In such a setting, a receiver may receive useless duplicate
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transmissions in cycles subsequent to the first before being atédgiables). For example, the third redundant packet might hold
to reconstruct the source data, thereby decreasing the channejef= z; + zoa + - - - + 0%, wherea is some primitive ele-
ficiency. A similar effect would occur if a user wished to pausment of the field. Typically, the finite field multiplication opera-
during a download. Upon resuming a download, the receivigons are implemented using table lookup, and the addition oper-
might obtain a significant number of duplicate transmissionations are implemented using exclusive-Each time a packet
depending on where in the cycle they resume. A more signififrives, it is equivalent to receiving the value of one of these
cant limitation arises when receivers do not obtain transmittedriables.
packets for reasons other than packet loss in the network. ArRS codes guarantee that successful receipt oftadigtinct
example we consider in more detail in Section VII-B is that gbackets enables reconstruction of the source data. When
a cumulative layered multicast scheme used to serve heterogelundant packets aril— ¢ source data packets arrive, there
neous receivers with different transfer rates. Slow receivers ig-a system ofe equations corresponding to tleredundant
ceive only a fraction of the packets transmitted to the fastgsickets received. Substituting all values corresponding té the
receiver by virtue of their lower subscription level. Hence, dateceived packets into these equations takes ¢ + 1)eA/2
encoded with a constant stretch factor must be scheduled vexglusiveors of source packets, wherd is the length of a
carefully among the layers to reduce the incidence of duplicatgmbol. The remaining subsystem hagquations an@ un-
transmissions. Similar considerations arise in the case of a gatewns corresponding to the source data packets not received.
allel download, where a source may download encoding packe¥ith RS codes, this system has a special form that allows one
from several receivers concurrently. A finite stretch factor rée solve for the unknowns in time proportional t3 via a
quires proper scheduling to reduce the incidence of duplicatetrix inversion and matrix multiplication. Theoretical work
transmissions, as explained in [7]. For all of these reasons, sgemonstrates methods for RS encoding and decoding which
tems where encoding packets can be generated on-the-fly rasey asymptotically faster than quadratic time but nevertheless
be preferable in many situations. perform more slowly than the quadratic algorithms for practical
The first alternative we propose to avoid the problems of R&lues ofk and!.
codes is to use Tornado codes [18]. The main drawback of usingrhe large decoding time for RS codes arises fromdiiese
Tornado codes relative to RS is that the decoder requires slighsiystem of linear equations used. Both Tornado and LT codes are
more thar of the transmitted packets to reconstruct the souréilt using a set of random equations that aparse i.e., the
data. This tradeoff is the main focus of our comparative simaverage number of variables per equation is small. This spar-
lation studies that we present in Section VI. We also sugge&sy allows substantially more efficient encoding and decoding.
a second alternative: LT codes [17]. Whereas Tornado codise price paid for much faster encoding and decoding isithat
admit only moderate stretch factors and have a decoding tipa&ckets no longer suffice to reconstruct the source data; instead,
that depends on, LT codes can generate encodings with eklightly more thant packets are needed. Designing the proper
fectively unbounded stretch factamadcan be decoded in time structure for the system of equations so that the number of ad-
depending only ork (and notn). We provide a description of ditional packets and the coding times are simultaneously small
the constructions used to build these codes and their properigea difficult challenge [18], [19].
in Section V. For both Tornado and LT codes, the linear equations have the
formys = z1 @ x4 ® x7, whered is bitwise exclusivesr. Tor-
V. TORNADO AND LT CODES nado codes also use equations of the fgsm= y3 & y7 & y13;

In thi . d ibe | detail th ructi that is, redundant packets may be derived from other redundant
n this section, we describe in some detall the construction ckets, and in general, there may be several layers of redun-

a specific Tornado code and explain some of the general pring|- ; : ket
ples behind Tornado codes. We also briefly describe the propg%—nt packets, each depending on the previous layer of packets.

. fthe LT cod hich imilar tsto T r Tornado codes, the equations of various forms are carefully
ties of the LT code, which are similar in some respects 1o T0lp, o in advance. In particular, the number of encoding packets
nado codes but exhibit additional key properties which provi € must be predetermined before encoding and, thus, the stretch
a better approximation to an idealized digital fountain. We firs; ’ '

tine how the th tical basis for th des differs f ctor for Tornado codes is fixed at encoding time. For prac-
outiine how the theoretical basis for these codes dilters rofR purposes, the stretch factor for Tornado codes is restricted
the traditional RS erasure codes. Then, we give a specific

% be a small multiple of, i.e., the stretch factor is generally
ample of a Tornado code based on [18], [19] and COMPAre Jis, or less. This restriction causes similar limitations to those

performance to a standard RS code. For the rest of the d'SCHéécribed earlier for RS codes, albeit not as severe. The number

sion, we will consider erasure codes that take a sétsijurce of exclusiveors of source packets per source packet to produce
data packets and p_roduce a sef md“”d"?‘”t packets for atOtaIthe encoding is a small constant, e.g., in the Tornado Z imple-
of n = k + £ encoding packets, all of a fixed length mentation in Section V-B, wherk =16 000 and» =32 000;
this constant is 14. Thus, unlike RS codes, the encoding time

A. Theory per source packet does not gronkasndn grow. The decoding

We begin by providing intuition behind RS codes. We thinkime for Tornado codes is essentially the same as the encoding
of the <th source data packet as containing the value of a vatiime.
able z; and thejth redundant packet as containing the value For LT codes, there is no predetermined value:phs the
of a variabley; that is a linear combination ofz;}*_, over equations placed into each encoding packet are generated inde-
an appropriate finite field. (For ease of description, we asspendently of all other encoding packets. Thus, the stretch factor
ciate each variable with the data from a single packet, althoufgit LT codes is inherently unlimited, as an unlimited number of
in our simulations, each packet may hold values for sevemicoding packets can be generated. For LT codes, the average



1532 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 20, NO. 8, OCTOBER 2002

number of exclusivedRs to generate each encoding packet and TABLE |
to reconstruct each source packet is upper bounded by the av- PROPERTIES OFTORNADO VERSUS RS C(DDES
. . . WHEN A FIXED STRETCH FACTOR IS EMPLOYED
erage number of variables in each equation. For valuésudt
are in the hundreds of thousands, for current commercial imple- [ Tornado Reed-Solomon
mentations of LT codes, this average is around 20. Thus, unlike "Decoding inefficiency || T + € required 1
RS codes, the average time to produce each encoding packet an(__Encoding times O(nin(1/e)P) | k(n—k)AP/2
to decode each source packet does not grow dramaticalty as Decoding times || O(nIn(1/¢)P) | k(n —k)AP/2
grows.
The decoding process for both Tornado and LT codes repeat- TABLE Il
edly uses the following simplecovery rule Find any equation PROPERTIES OFLT VERSUSRS ON-THE-FLY CODES
with exactly one variable, recover the value of the variable hv
. . . Il LT | Reed-Solomon
setting it equal to the value of the equation (this uses up the eq — = =
tion), and then remove the newly recovered variable from ars—2cceding ineficiency Asymptotically 1 !
’ . . _y S . " Per packet encoding times O(In(k)P) kAP/2
other equations which appears in exclusbming its value into Decoding times Ok In(k)P) kE(n — kK)AP/2

each of these equations. For example, consider the equations
YL =3, Y2 = T2 P x3, Y3 = r3 Py, andys = v4 P x2 Py, _ ) -
Then, we apply the recovery rule repeatedly as follows. is more than 1.05 with probability less thantfor almost any

1) The value ofcs is recovered from the equation = 3. size source file.
Then, the value ofs is XORed intoy, andys, yielding One of the advantages of Tornado codes and LT codes over

new simplified equations), — z» andy}, = =1, together standarq coid.es is that they traderoff'a small degra}dation iq de-

with the unchanged equation — =4 & ©» & 1. coding |neff|C|er_10y for a substantial improvement in enc_odmg
2) The value ofz, is recovered from the equatiof, — and d(?‘COd.Ing times. Rgcall that RS codes have enc;odmg and

z2. Then, the value at. is XORed intoyy, yielding the d_ecodlng times propomonal te(n — k)AP/_Z, whereA is the

new simplified equation/, = =4 @ =1 together with the size of the finite field symbol alphabet alﬁdls_, tr_]e pacl_<et size.

unchanged equations — - In contrast, Tornado codes have asymptoti¢ iencoding and

3) The value ofr, is recovered from the equatiofj = 1. decoding times proportional toln(1/¢) P with decoding inef-

Then, the value af; is XORed intoy}, yielding the new f|?|encyal_+ €A SETmary cotrnparlndg ft.?e asympttot|?[_pro?er$es
simplified equationy!’ = .. of encoding packet generation and file reconstruction for Tor-

4) The value ofr, is recovered from the equatiaff = .. nado codes and RS codes is provided in Table I.
S i - Tornado codes have the drawback that a stretch factor must

The applicability of the recovery rule usually remains minimale predetermined before encoding takes place and that the de-
until slightly more thark encoding packets have arrived. Thengoging time is proportional to the stretched encoding length.
often, the single arrival of a new encoding packet containing @fyrthermore, the stretch factor in practice can only be a small
equation triggers a whirlwind of applications of the rule, leading,tiple, e.g., four. Tornado codes are not entirely suitable for
to the recovery of alk source packets. This whirlwind explainssitations where there are substantial loss rates, when the re-
the origin of the name Tornado codes. ceiver may request to receive only a fraction of the encoding

The decoding may stop as soon as enough packets arrivg,gekets transmitted, or when the receiver may receive encoding
that the source data can be reconstructed. Note that the fast gigkets from multiple senders for the same file. LT codes do not
sure codes use only exclusieeoperations and avoid both theshare any of these limitations. With LT codes, each encoding
field operations and the matrix inversion inherent in decodinghcket is produced on-the-fly from an extremely large set of
RS codes. The total number of excluswr-operations for de- possibilities at the same average processing cost as every other
coding is at most the number used for encoding and, in gene@lcoding packet. Because of this, the fraction of duplicate en-
is less. coding packets produced is tiny. Thus, a receiver is unlikely to

For Tornado codes and LT codes, we say thatidwoding in- receive any significant number of duplicate encoding packets,
efficiencyis 1+« if (1+¢)k encoding packets are required to reeven if receiving packets from multiple senders for the same
construct the source file consistingio§ource packets. For bothfile and even if receiving only a small fraction of generated en-
of these codes, the loss pattern associated with encoding packetfing packets, independent of loss patterns. The analysis of
is immaterial as to whether or not a receiver can recover ttiee decoding inefficiency for LT codes accounts for this possi-
source file from a given number of encoding packets, but thesity, and as stated previously, the probability of failing to re-
is some variance in the number of encoding packets neede@dwer the source file from any set of 1.85encoding packets
recover the source file due to the randomness used by the igrtiny for commercial implementations of LT codes. LT codes
coding algorithms. For the Tornado Z code implementation deave asymptotic ik time per encoding packet proportional to
scribed in Section V-B, the decoding inefficiency is more tham(k) P and decoding time for the source file proportional to
1.06 with probability 1/10 and was not more than 1.10 in 10 0060ln(%) P with decoding inefficiency that is asymptotically one.
trials. Nevertheless, these implementations of Tornado codesldws, LT codes are a practical realization of an idealized digital
not have tight enough bounds on the decoding inefficiency fisuntain. A summary comparing the asymptotic properties of
commercial applications. For the current Digital Fountain conencoding packet generation and file reconstruction for LT codes
mercial implementations of LT codes, the decoding inefficien@nd RS codes is provided in Table II.
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Fig. 1. Structure of Tornado codes.

In Section V-B, we present an example of a fast Tornado code
with decoding inefficiency H ¢ ~ 1.054, whose performance
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+ dlemoles exclusive-or

TABLE Il
COMPARISON OFENCODING TIMES

we compare directly with RS codes.

Encoding Benchmarks

Reed-Solomon Codes || Tornado Codes

B. Example SIZE Cauchy Tornado Z
) N 250 KB 4.6 seconds 0.11 seconds
We now provide a specific example of a Tornado code. It 500 KB 19 seconds 0.18 seconds
is convenient to describe the association between the variables 1 MB 93 seconds 0.29 seconds
and the equations in terms of a layered graph, as depicted in zMB 442 seconds 0.57 seconds
. 4 MB 1717 seconds 1.01 seconds
Fig. 1. The nodes of the leftmost layer of the graph correspond S MB 5994 seconds 199 soconds
to the source data. Subsequent layers contain the redundant data. 76M Bytes 30802 seconds 3.93 seconds

Each redundant packet is the exclusireof the packets held
in the neighboring nodes in the layer to the left, as depicted on
the right side of Fig. 1. The number of exclusige-operations  In the second grap&¥',, each of the 16 000 nodes on the left
required for both encoding and decoding is thus dominated bgs degree 2. The nodes on the right are the remaining 160 nodes
the number of edges in the entire graph. at the second layer, and each of these nodes has degree 200. The
We specify the code by specifying the random graphs to plaggges ofG» are generated by randomly permuting the 32 000
between consecutive layers. The mathematics behind this cazfége slots on the left and connecting them in that permuted order
which we call Tornado Z, is described in [18] and [19] and wilto the 160 nodes on the right. The gra@h helps prevent small
not be covered here. This code has 16 000 source data nodeseaetes inG; from halting progress during decoding.
16 000 redundant nodes, i.e., it employs a stretch factor of two.The graph between the second and third layers of nodes uses a
The code uses three layers; the number of nodes in the laygpscific distribution, designed using a linear programming tool
are 16 000, 8000, and 8000, respectively. discussed in [18] and [19]. The linear program is used to find
The graph between the first two layers is the union of twgraphs that have low decoding inefficiency. In this graph, all of
subgraphg7; andG,. The graphG is based on #@runcated the 8000 nodes on the left have degree 12. On the right-hand
heavy taildistribution. We say that a layer has a truncated heasgide there are 4093 nodes of degree 5, 3097 nodes of degree
tail distribution with parameteP when the fraction of nodes 6, 122 nodes of degree 33, 472 nodes of degree 34, one node
of degreei is (D + D/Di(i — 1)) fori = 2,...,D + 1. ofdegree 141, 27 nodes of degree 170, and 188 nodes of degree
The graphG; connects the 16 000 source data nodes to 784@1. The connections between the edge slots on the left and right
of the nodes at the second layer (the remaining 160 nodesatg selected by permuting the edge slots on the left randomly
the second layer are usedG#y). The node degrees on the leftand then connecting them to the edge slots on the right. In total,
hand side are determined by the truncated heavy tail distrisbere are 222 516 edges in this graph, or approximately 14 edges
tion, with D = 200. For example, this means that there afger source data node. The sparseness of this graph enables the
((16,000)(201)/(200)(2)(1)) = 8040 nodes of degree 2 on thevery fast encoding and decoding.
left-hand side. Each edge is attached to a node chosen uniformly
at random from the 7840 on the right-hand sidehe distribu- ¢. performance

tion of node degrees on the right-hand side is therefore Poisson. .
In practice, Tornado codes where valuestadind ¢ are on
INotice that this may yield some nodes of degree 0 on the right-hand siilbe order of tens of thousands can be encoded and decoded in
however, this happens with small probability, and such nodes can be remo#%t a few seconds. In this section. we compare the efﬁciency
Also, there may be multiple edges between pairs of nodes. This does not aaeftl_ d d ith dard Ci hat h b . |
the behavior of the algorithm dramatically, although the redistribution of su&¥ 10rnado codes with standard codes that have been previously

multiple edges improves performance marginally. proposed for network applications [11], [25], [28], [29], [31],
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TABLE IV ©
COMPARISON OFDECODING TIMES
HE
Decoding Benchmarks - O - _
Reed-Solomon Codes [| Tornado Codes k ? o : ° ® = source data
® g )
SIZE Cauchy Tornado Z oleolele|ele ole =redundancy
250 KB 2.06 seconds 0.18 seconds olele|o ol @
500 KB 8.4 seconds 0.24 seconds [ AKX ] (AKX 2K 2K J ®
1 MB 40.5 seconds 0.31 seconds ~— _J
2 MB 199 seconds 0.44 seconds
4 MB 800 seconds 0.74 seconds B blocks
8 MB 3166 seconds 1.28 seconds
16 MB 13629 seconds 2.27 seconds Fig. 3. Waiting for the last blocks to fill.
Decoding Inefficiency, Tornado Z representing one packet, a decoding inefficiency of 1.064 corre-
sponds to receivin@7 024 = 1.064 - 16 000 packets. Over 90%
100 4004000000000 of the receivers were able to reconstruct the source data before
%01 receiving this many packets.
32 | In our trials, the average decoding inefficiency was 1.0536,
60 - the maximum reception inefficiency was 1.10, and the standard
& 501 deviation was 0.0073. For all 10000 trials, the same graph was
é 40 - used; this graph wamtspecially chosen but was generated ran-
30 - domly as described in Section V-B. In practice, one can achieve
20 slightly better performance by testing various random graphs
10 5 for performance before choosing one. Our tests suggest that the
0 ' ' ' $ossssesses performance given in Fig. 2 is representative.
1 1.02 1.04 1.06 1.08 1.1

Decoding Iinefficienc
g y VI. SIMULATION COMPARISONS

Fig. 2. Decoding inefficiency variation over 10 000 trials of Tornado Z. From Section V, it is clear that using RS erasure codes to en-
code over large files for bulk data distribution has prohibitive en-
[32]. The erasure code listed in Tables Ill and IV@suchy coding and decoding overhead, but another approach, described
[4] (available at [13]) is a standard implementation of RS er@a the introduction, is the method of interleaving suggested in
sure codes based on Cauchy matrices. The Tornado Z cof#g, [28], [29], and [31]. Interleaved codes are constructed as
were designed as described earlier in this section. The implelows: Supposds + L encoding packets are to be produced
mentations were not carefully optimized, so their running timésom K source packets. Partition thi€ source packets into
could be improved by constant factors. All experiments wetBocks of lengthk, so that there ar& = K/k blocks in total.
benchmarked on a Sun 167 MHz UltraSPARC 1 with 64 MB dbtretch each block of source packets to an encoding block
RAM running Solaris 2.5.1. Although this hardware is no longeaf % + ¢ packets using a standard RS erasure code by adding
state of the art, the running times nevertheless reflect the essen= kL/K redundant packets. Then, form the encoding of
tial asymptotic and behavioral difference between RS codes dadgth X + L by interleaving the encoding packets from each
Tornado codes. All runs are with packet lendth= 1 KB. For block, i.e., the encoding consists of sequence® afncoding
all runs, a file consisting of packets is encoded into = 2k  packets, each of which consist of exactly one packet from each
packets, i.e., the stretch factor is two. block.

For the decoding of the Cauchy codes, we assumeiiffat  The choice of the value of the parameteor interleaved RS
original file packets and:/2 redundant packets were used taodes is crucial. To optimize encoding and decoding speed of
recover the original file. This assumption holds approximatethe interleaved codes,should clearly be chosen to be as small
when a carousel encoding with stretch factor two is used, so tlaatpossible, but choosirigto be very small defeats the purpose
roughly half the packets received are redundant packets.  of using encoding, since any redundant packet that arrives can

Tornado Z has an average decoding inefficiency of 1.054, eanly be used to reconstruct a source data packet from the same
on average 1.054:/2 original file packets and 1.054/2 re- block. Moreover, redundant packets that arrive for data blocks
dundant packets were used to recover the original file. Our t&at have already been reconstructed successfully do not benefit
sults demonstrate that Tornado codes can be encoded andtite-sender.
coded much faster than RS codes, even for relatively small files.To explain this in more detail, let us say that a blockub

We note that there is a small variation in the decoding ineffirom the viewpoint of a receiver when at leastdistinct en-
ciency for decoding Tornado codes depending on which partmeding packets associated with that block have been received.
ular set of encoding packets are received. To study this variatidine entire file can only be decoded by the receiver when all
we ran 10 000 trials using the Tornado Z code. In Fig. 2, we shdMocks are full. The phenomenon that arises whésrelatively
the percentage of trials for which the receiver could not recosmall is illustrated in Fig. 3; while waiting for the last few blocks
struct the source data for specific values of the decoding inéd-fill, the receiver may receive many encoding packets from
ficiency. For example, using Tornado Z codes with each nobéocks that have already been reconstructed successfully. These
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useless packets contribute directly to the decoding inefficiency. TABLE V
To summarize, the choice of the valuekdbr interleaved codes SPEEDUP 0FTOVF\*/T‘T‘"E’%gMCP‘:gE:E‘ﬁEF'ElTCfER;E’iVED RS (opEs
introduces a tradeoff between decoding speed and decoding in-

efficiency. Speedup factor for Tornado Z

To compare various protocols, we compare the decoding in- erasure probabilities
efficiency and decoding speed at each receiver. Recall that the SIZE 0.01 [ 0.05[0.10 [ 0.20 | 0.50
decoding inefficiency is % ¢ if one must obtair{1 + )k dis- 250 KB I 1.37 1 2.05 1 555 | 11.1 | 22.1
tinct encoding packets in order to decode the source data. For B0 KB 11 2.99 | 551 | 8.33 | 16.7 | 33.3
both Tornado and LT codes, there is some overhead in the de- iMB 412 | 103 | 171 | 258 | 51.6
coding inefficiency due to the sparse nature of the codes and the SMB I 6.34 | 16.9 | 26.2 | 48.4 | 96.8
randomness used in their construction. For interleaved codes, AMB 787 19231346 627 | 115
decoding inefficiency arises because in practice one must ob- SMB 111 1282 [ 26.9 80 | 182
tain more thark encoding packets to have enough packets to T6MB 122 | 349 | 564 | 100 | 212

decode each block. We emphasize that for interleaved codes the
decoding inefficiency is a random variable that depends on the
loss rate, loss pattern, and the block size. The tradeoff betwérible V, we present the ratio between the running time of an in-
decoding inefficiency and coding time for interleaved codes meerleaved code for which is chosen so that this property is also
tivates the following set of experiments. realized and the running time of Tornado Z. Of course, this ratio

« Suppose we choosein the interleaved setting so that thechanges as the loss probability and file size change.
decoding inefficiency is comparable to that of Tornado Z. We explain how the entries in Table V are derived. To com-
How does the decoding time compare? pute the running time for interleaved codes, we first use sim-

» Suppose we choogein the interleaved setting so that theulations to determine for each loss probability value the max-
decoding time is comparable to that of Tornado Z. Hownum number of blocks the source data can be split into while
does the decoding inefficiency compare? still maintaining a decoding inefficiency less than 1.076 for less

While we have chosen Tornado Z codes to perform this cofftan 1% of the time. (For example, a 2-MB file consisting of
parison, a similar comparison can be made with the LT cod2800 1-KB packets can be split into at most eleven blocks while
which have comparable decoding inefficiency and strictly fastgtaintaining this property when packets are lost with probability
decoding time than Tornado Z. 0.10.) We then calculate the per block decoding time and mul-
In our initial simulations, we assume probabilistic loss patiply it by the number of blocks to obtain the decoding time
terns in which each transmission to each receiver is lost inder the interleaved code. With a stretch factor of two, one half
pendently with a fixed probability. Using bursty loss models of all packets injected into the system are redundant encoding
instead of this uniform loss model does not impact our resufpgckets, and the other half are source data packets. Therefore,
for Tornado code performance; only the overall loss rate is irit computing the decoding time per block, we assume that half
portant. This is because when using Tornado codes, we cdhe packets received are redundant encoding packets. Based on
pute the entire encoding ahead of time and send out encodihg data previously presented in the Cauchy codes column of
packets in a random order from the source. Therefore, any Idsile IV, we approximate the decoding time for a blockiof
pattern appears equivalent to a uniform loss pattern on the seurce data packets ky/31 250 s. To compute the running time
ceiver end. The choice of the uniform loss model does, hofor Tornado Z, we simply use the decode times for Tornado Z
ever, impact the performance results of the interleaved codas,given earlier in Table IV.
which (unless the same randomization of the transmission ordeAs an example, suppose the encoding of a 16-MB file is trans-
is used) are highly dependent on the loss pattern. In particulaitted over a 1-Mb/s channel with a loss rate of 50%. It takes
we expect interleaved codes to have slightiyterperformance just over 4 min to receive enough packets to decode the file
under random losses than under bursty losses. To confirm thi&ng either Tornado Z or an interleaved code (with the desired
intuition, in our previous work [8], we provided results fromdecoding inefficiency guarantee). However, the decoding time
trace-driven simulations of Internet traffic taken from [33]. Thés almost 8 min for the interleaved code compared with just
following results focus on the random loss model, since thisdser 2 s for Tornado Z. Comparisons of encoding times yield
the easiest model to analyze, and because it provides a logiemilar results. We note that by using slightly slower Tornado
bound on the decoding inefficiency for interleaved RS codes. ¢ades with less decoding inefficiency, we would actually obtain
the cases we measured on the Internet trace data, the differesven better speedup results at high loss rates. This is because in-
in the decoding inefficiency for interleaved RS codes betweggrleaved codes would be harder pressed to match stronger de-
random and bursty losses is small. coding guarantees.

A. Equating Decoding Inefficiency B. Equating Decoding Time

Our first simulation compares the decoding time of Tornado Z Our second set of simulations examines interleaved codes that
with an interleaved code with decoding inefficiency comparableave comparable decoding times to Tornado Z. Cauchy codes
to that of Tornado Z. In Section V, we determined experimemvith block lengtht = 20 are roughly equivalent in speed to the
tally that Tornado Z codes have the property that the decodifigrnado Z code. We also compare with a block lengta 50,
inefficiency is greater than 1.076 less than 1% of the time. Wmhich is slower but still reasonable in practice.
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Decoding Inefficiency on a IMB File, p = 0.1 ture of this figure is how the worst case decoding inefficiency
grows with the number of receivers.
el B R———— For packet loss rates of 10% and a block sizé ef 50, the
average inefficiency of interleaved codes is comparable to that

of Tornado Z, but as packet loss rates increase, or if a smaller
—8— Interleaved, k = 20 block size is used, the inefficiency of interleaved codes rises
dramatically. Also, the inefficiency of the worst-case receiver
does not scale with interleaved codes as the receiver size grows
large. Tornado codes exhibit more robust scalability and better
tolerance for high loss rates.

—& —Interleaved, k = 50
1.6 A

Decoding Inefficiency

C. Scaling to Large Files

Our next experiments demonstrate that Tornado codes also

1 10 100 1000 10000 scale better than an interleaved approach as the file size grows
Receivers large. This is due to the fact that the number of encoding packets
(@ areceiver must receive to reconstruct the source data when using
Decoding Inefficiency on a IMB File, p = 0.5 interleaving grows super-linearly in the size of the source data.
(This is the well-known “coupon collector’s problem” [16]). In
23 - contrast, the number of encoding packets the receivers require to
“ |- - Tornado Z

reconstruct the source data using Tornado codes grows linearly
in the size of the source data, and in particular, the decoding
inefficiency does not increase as the file size increases.

2 4| —®—Interleaved, k = 50

—&— Interleaved, k = 20

Fe)
=
=
;§ 1.8 The effect of this difference is easily seen in Fig. 5. In this
g case, both the average decoding inefficiency and the maximum
£ 1.6 . . . . . X
o e de_codlng |r_1eff|C|enc_y grow with the Ie_ngth of the file when
._g 1.4 8 - using the interleaving approach. This effect is completely
g B U Siad avoided by using Tornado codes.
8 12e7
1? ------- -l = I' u . - ' VII. | MPLEMENTATION OF AN ASYNCHRONOUSRELIABLE
1 10 100 1000 10000 MULTICAST PROTOCOL
Receivers In this section, we describe our simulations for distributing

bulk data to a large number of heterogeneous receivers that
may access the data asynchronously. Our implementation is de-
. . o , signed for the Internet using a protocol built on top of IP Multi-
Fig. 4. Comparison of decoding inefficiency for codes with comparable - - ; ]
decoding times. cast. We outline our techniques to handle receiver heterog_e_nelty
using layered multicast [21], [23] and describe how our digital
fountain approach for reliability cleanly integrates with TCP-
Using these block sizes, we now study the maximum d&iendly, receiver-driven congestion control methods such as the
coding inefficiency observed as we scale to a large numberwbdrk of Vicisanoet al.[32]. In a companion paper [6], we con-
receivers. The sender carousels through a 2-MB encoding dafider multirate multicast congestion control (especially suitable
1-MB file, while receivers asynchronously attempt to downloalr content encoded using a digital fountain approach) in its own
it. We simulate results for the case in which packets are lost ifight. While we note that the system developed and described
dependently and uniformly at random at each receiver at rateye constitutes a feasibility study, we emphasize that we have
of 10% and 50%. The 10% loss rates are representative of ctyeraged this prototype design to create a completely functional
gested Internet connections, while the 50% loss rates are n@giticast protocol which is now shipping in product form.
the upper limits of what a mobile receiver with poor connec- We expect that the digital fountain approach via fast erasure
tivity might reasonably experience. The results we give can 8des Wwill also prove useful in other environments besides a
interpolated to provide intuition for performance at intermediaf@ulticast-enabled Intermnet, such as satellite or wireless based
rates of loss. For channels with very low loss rates, such as fHg€MS. In these settings, different channel characteristics

1% loss rates studied in [25], interleaved codes and Torna\e{8UId suggest dlffer(_ent approaches_ for congestion control
have generally comparable performance and tolerance to receiver heterogeneity. However, the general

approach for reliability which we advocate would remain es-
Fig. 4 shows, for different numbers of receivers, the worgkntially the same, even under varying end-to-end bandwidths

case decoding inefficiency experienced for any of the receivefsd packet loss rates.

averaged over 100 trials. In these figuresefers to the proba-  We now present the design of our multicast protocol. The two

bility a packet is lost at each receiver. Since the leftmost pointinain issues are the use of layered multicast and the approach

each graph corresponds to the case of one receiver, this poinh&receiver uses to decode the message. Then, we describe the

also just the average decoding inefficiency. The interesting feexperimental setup and performance results of our system.

(b)
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Decoding Inefficiency, 500 Receivers, p = 0.1 areceiver subscribes keveli: when it subscribes to layers
1.6 77 & - Tornado Z, Avg. zero through.
T L 20, Ave. For example, in the simplest version of our implementation,
1.5 —O-Egﬁ:zgga l}: = §3 k‘f"" we use geometrically increasing transmission rafgs= 2¢—*
2 —o— Interleaved, k = 20, Max. is the rate of theth layer. Thus, a receiver at subscription level
5 141 + would receive bandwidth proportional tadB2 for ¢ > 1. A
§ protocol with which our approach is compatible, and which we
2 use in our basic evaluation, is the scheme described in work
"o of Vicisanoet al. [32] that proposes the following novel ideas,
£ summarized here briefly.
§ » Congestion control is achieved by the usesyrfichroniza-
= tion points(SPs) that are specially marked packets in the

stream. A receiver can attempt to join a higher layer only
immediately after an SP, and keeps track of the history of
events only from the last SP. The rate at which SPs are sent
in a layer is inversely proportional to the layer bandwidth,
File Size, KB thus, lower bandwidth receivers are given more frequent
opportunities to add higher layers.
@ « Instead of explicit join attempts by receivers, the server

Decoding Inefficiency, 500 Receivers, p = 0.5 generates periodiourstsduring which packets are sent at
22 7778 Tornado 7, Avg. twice th_e normal rate on egch Iayer._ This .ha.s the effect
: : - ITn«::?fezer& I\IfaX-So A of creating network congestion conditions similar to those
bt Al ved, k = 50, Avg. . . . e e .
2 { —e—Interleaved, k = 50, Max. that receivers would experience following an explicit join.
—&— Interleaved, k = 20, Avg. B : :
e Interleaved. k = 20, Max. /0/—"/ If a receiver witnesses no packet losses during and after
1.8 - the burst, it adds a layer at the next SP.

« Receivers also use packet loss events as an indication of
congestion. If a receiver witnesses packet losses during or
after a burst, it does not add a layer at the next SP; more-
over, receivers drop tolawersubscription level whenever
a packet loss event occurs outside of a burst.

Both the sending of SPs and burst periods are driven by the
sender with the receivers reacting appropriately. The most
attractive feature of this approach is scalability—since the
transmission schedule at the sender is fixed in advance, the
sender behaves the same whether there are a handful or a million

Decoding Inefficiency

File Size, KB receivers. Moreover, this method of congestion control prevents
feedback implosion as it does not require receivers to send
®) explicit feedback to the sender, since joins and leaves can often
Fig. 5. Comparison of decoding inefficiency as file size grows. be processed at downstream routers. Another attractive feature

of this general approach is that receivers can act autonomously,
i.e., receivers need not coordinate join attempts with one
another. These features of the congestion control algorithm
The approach to accommodating receiver heterogeneity witte particularly important when integrating with the digital
appropriate congestion control mechanisms which we propdsentain approach to reliability in which receiver-to-source
follows the lead of other authors who advocktgeredmulti- and inter-receiver communication are undesirable. See [32] for
cast [21], [23], [32]. The main idea underlying this approach fsirther details, including evaluation of the TCP-friendliness of
to enable the source to transmit data across multiple multicasis scheme.
groups, thereby allowing the receivers to subscribe to an appro-
priate subset of these layers. When such a scheme is also yge&.heqyling Transmissions Across Multiple Multicast
to provide congestion control, it is typically callechaultirate oups
congestion control scheme. Of course, practical considerations
warrant keeping the number of multicast groups associated withAs described earlier, a receiver at levesubscribes tall
a given source to a minimum. A receiver’s subscription level lgyers zero through Therefore, when using codes with a con-
based on factors such as the bottleneck bandwidth en routest@nt stretch factar, it is important to schedule packet transmis-
the source and network congestion. Basic ideas common to #iens carefully across the multiple layers so as to minimize the
proposed layered schemes are the following. number of duplicate packets that a receiver receives. In our pre-
« The server transmits data over multiple layers, where théus work [8], we provided heuristics for scheduling packets
layers are ordered by increasing transmission rate. from a finite Tornado encoding across multiple layers, following
« The layers areumulative i.e., a receiver subscribing tothe work of Bhattacharyyat al. [3], who demonstrated that
layeri also subscribes to all layers less thiawe say that a packet scheduling scheme for cumulative layered multicast

A. Integration With Layered Congestion Control
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exists whereby the sender transmits a permutation of the enf@embining these two effects yields tieception inefficiency
set of encoding packets on any given set of cumulative layeysilt is defined as
before repeating a packet.

However, the LT codes make this scheduling consideration
obsolete, as the encoding process is on-the-fly and memoryless;
thus, these codes can naturally be employed with a memopyis clear thaty = 7.7,.
less scheduling process, where any packet on any given layer i¥he experimental results measure our prototype implemen-
constructed independently from any other packet. In brief, thigtion. Besides testing the layered protocol we have described,
eliminates correlations between packets across layers, and @@yalso test a single layer protocol. That is, we also measure
subset of packets of a given size is equally likely to restitute tiige reception inefficiency when the server transmits the file on
source file, regardless of which layers those packets were tragsingle multicast group at a fixed rate. These results allow us to

_ # of packets received prior to reconstruction
B # of source data packets

mitted on. focus on the efficiency of the packet transmission scheme inde-
) ) pendent of the layering scheme for congestion control. In both
C. Reconstruction at the Receiver cases, the server encodes using Tornado Z to produce the en-

As detailed in Section VII-B, the receiver is responsible foroding. The server runs two threads: a UDP unicast thread that
performing receiver-driven joins and leaves to facilitate congegrovides various control information such as multicast group in-
tion control. The other activity that the receiver must perfordormation and file length to the receiver and a multicast trans-
is the reconstruction of the source data. There are two waysnéssion thread. For both protocols, the receivers connect to the
implement the receiver decoding protocol. The first is an increerver’s known UDP port for control information, and on re-
mental approach in which the receiver performs preliminary deeipt of the information, subscribe to the appropriate multicast
coding operations after each packet arrives. This approach legdaups.
to some redundant computation; reconstructed source data ma@ur test source data consisted of a Quicktime movie (a
later arrive intact. Moreover, there may be a modest overheadtlip available from www.nfl.com) with size slightly over
processing individual packets immediately on arrival. A second,MB. The encoding algorithm used a stretch factorcf 2
patient approach that reduces these effects is to wait until a fide@dproduce 8264 packets of size 500 B. The packets were
number of packets arrive from which it is likely that the sourcadditionally tagged with 12 B of information (packet index,
can be reconstructed, based on statistical observations. If thegtial number and group number) to give a final packet size
coding cannot be completed at this time, then additional packefs512 B. The server and receivers were on three different
may be processed individually or in small groups. While the irsubnets, located at Berkeley, CMU, and Cornell. There were
cremental approach has the benefit of enabling some decodlighops on the path from Berkeley to CMU, and the bottleneck
computation to be overlapped with packet reception, we fouhdndwidth (obtained by usingitraceand pathchar[14]) was
the patient approach to be simpler to implement in practice, wiMb/s with an RTT of 60 ms. There were 17 hops on the path
little loss of decoding speed. In the Tornado Z implementatidrom Berkeley to Cornell, and the bottleneck bandwidth was
we describe, we wait until 1.06packets arrivé,attempt to de- 9.3 Mb/s with an RTT of 87 ms. The base layer bandwidth was
code, and then process additional packets individually as needetito a rate ranging from 64 to 512 Kb/s. We ran experiments

until decoding is successful. with the server both at Berkeley and at CMU and with the
receivers located at the other two subnets. Locating the server
D. Experimental Setup and Results at CMU tended to generate higher packet loss rates for the same

Now, we turn to measurements of the efficiency of our expeff@nsmission bandwidth. The machines used at all three sites
mental system. First, we clarify the two sources of inefficiency/€re running Solaris 2.5.1. When running the layered protocol,
Recall that thedecoding inefficienct + ¢ = 7. captures the We used four layers.

inefficiency due specifically to our use of sparse codes. It is de-n our initial experiments, in some cases, we witnessed loss
fined as rates over the course of the transmission of nearly 20%—rates

. . ) that are admittedly far higher than the congestion control tech-
= # of distinct packets rceived before reconstruction  jqyes of [32] were intended to handle. To generate even higher
# of source data packets loss rates that might arise in other environments, such as mobile

There is, however, another possible source of inefficiency:"dréless networks, we turned off congestion control and set the
receiver could obtain duplicate packets. Tistinctness inef- base layer rate artificially high, causing a router within our LAN

ficiencyn, captures the loss in efficiency caused by receivin§ drop packets persistently. , o
duplicate packets. This can occur either by cycling through theThe data from the two sets of experiments are shown in Fig. 6.

carousel under high loss rates by temporarily suspending & S€en from the graphs for the single layered case, for packet
transfer or by changing the receiver subscription layer as dggses of less than 50%, the distinctness inefficiency is almost
scribed in Section VII-B. It is defined as always one, as is to be expected. Thus, for low loss rates, the

) reception inefficiency is effectively the decoding inefficiency,
e = total # of packets received which in our example was roughly 1.07 on average. (This de-
# of distinct packets received coding inefficiency is slightly higher than for Tornado Z because

2This quantity is carefully chosen based on statistical observations and geslightly diﬁ?rent_cc’de was used in these e)fperiments al_"ld be-
pends on both the code used and the file size. cause we wait until at least 1.06 k packets arrive before trying to
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Fig. 6. Experimental results of the prototype. (a) Single layer. (b) Four layers.

decode.) We further observe that the transmission scheme isswggested using standard erasure codes, but we expect that faster
bust even under severe loss rates—even at loss rates approaatodgs and the digital fountain approach will lead to improved
50%, the reception inefficiency is generally below 1.4. This reractical dispersity routing schemes.
ception inefficiency can be mitigated either by the use of Tor- Related applications which we have considered include down-
nado codes with a larger stretch factor or by the use of LT codésading contentin parallel from multiple mirror sites [7] and con-
Fig. 6 also shows experimental data for the multilayered casent delivery in overlay networks such as peer-to-peer networks
We observe that the use of multiple layers for congestion cd®]. By encoding the content, clients, servers, and peers are freed
trol increases the distinctness inefficiency. This is natural &u¥m complex negotiations that arise when all of the individual,
switching among subscription levels can cause the receiverumencoded packets from the source file must be collected across
receive packets that had already been obtained at other subsdrgterogeneous end-to-end connections. Instead, by using the
tion levels. For high loss rates, the distinctness inefficiency rdigital fountain paradigm, receivers can draw encoded content
mained low because receivers generally subscribed only to fham servers or peers in parallel until they receive sufficiently
base layer. Again, this cost can be mitigated with the use of Idiany encoded packets to reconstruct the file.
codes.
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