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éomplexiiy
1. Introduction
Let  be the field of complex numbers, ¢ an inter-
mediate over k, and P(¢) an nth degree polynomial
over k. Let T(ir) denote the number of arithmetic -

tives PO, i =0, -+, n, at an arbitrary poznt ink.
We are interested i m upper bounds on T(n).

By using the standard algorithm (nerat/ed Homer o "14

algorithm), we can: prove {hat
T(y<n?+n, Vn.

By using the special case of the Shaw—Traub family
of algorithms with parameter g #n+l [4, section 2],
referred to kere for conciseness a the Shaw—'l‘raub N
algon‘hm we can prove that - : .

These upper bounda,hav

the best known zilgorithm for small n. )Botodm and
~ Munro [2, chapter 3. pwbiem 5} observed that

TR ST, 00+ T0), | »

where T, {nj is the number of anthxhenc operations
nceded to evaluate an nth degree polynomial at n+1
points and T;(n) is the number of arithmetic opera-

tions needed to construct an nth degree interpolating
polynonial from n+1 pairs of points. (see also Kung
-{31.) Now, two nth degree polynmnual; canbe’ multx 7

plied in (cnt fog n +lower order terms) snthmettc

Kl

.- derivative evaluation

operations. (This can be“done“ with the Fast Fourier
Transform with ¢ = 12. All logarithms in this note

" are to base 2 )A number of people shcwed indepen-

dently that

. operations needed to evaluate the aomnhzed deriva- T (n) <0 "ogz n), T‘(n> <0(n log n)-

- (See the wrvqr paper wn*ten by Borodm m and

Kung [3] .yFor simplicity, in the followmg we: assume

thata =2 —1 for some positive integer 7. Kung’s

algorithm gives the best prevxouSIy knovm asymptotic

~ constants: , :
T (<3 fen logz-n=+‘lbwer order terms ,
T <2en [ulg2 n+ lower order terms .
Heice by ), '
T(n) < jen iog"" 1 410

seen further lmpzoved for«, '
large n. (Howcver, the Shaw—Traub algonthm is. stIu -

o _T(n) for large n. In tlusnote we show thet
i T(") <l"" 1082 n + lower order tenm

2. M?mxesults

Let P(r) = Eo aft‘ and let to be any pomt in k
Suppose that we want to evaluate PO (0)/it, i =
=+, M, at tg. Tt is equivalent to compute by, -+, b
from agy, -, 1, and ¢y such that
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n n
ZO) bt EZO; ag{t¥tg) . #))

Note that forj =0, ---, 71,
Yty 2/-1

Eatﬂ = 23 at+ty)
pord i(tttp) for j(t+eg)

2/
+(t+t0)2i _g ay, . (t+1g) . 3)

We first compute d; ; i=0, -, 2,j=0,

that

-, r—1, such

af
2i= Z; d: 'ti.
(t+tc.) i=0 il

It is easy to check that this can be don¢ in (cnlogn +
lower order tew) arithmetic operations. Then by (2)
and by using Fast Fourier Transform for polynomial
multiplication, we have.

T 2T(2)) +¢+j+ 2 +lower order terms,

forj =0, -, r~ 1. Therefore we ha'e shown the fol-
lowing
Theorem 2.1. T(n) < jcn log? n + lower order terms,
where n = 2'—1 for any positive integer r.

&

3. Remarks

- 'The above algorithm is based on (3) which is ob-
_tmned by the binary splitting of the summation in the
left hand side. It is easy to see that the iterated Horner
- algorithm is based on the following spiitting: for

“j=n-1,n-2, .0,
n-j n—-j-1

E a]*l (H'IO)‘:a] +(t+t0) E B4y n(l "0) .(4)

Furthermore, let b; = b; ’0 and g; =g; tO fori=0,-
Then by (2)

Z(); bt 2—‘-1%) a( Y (5)

and b)’ @), forj=n-1,n--2,-,0,
n-j-1
E a+l(t+l) EE +([+1) ,8 0+1+,(t+l) (6)

By (%) and (6) we know that 50, e 5 can be com-
puted by the iterated Horner algonthm applied to the
polynomial iy a;¢! with £, = 1. After b; has been
computed b; is computed by b; = bi tg'. This algo-
rithm for computmg by, .., b, is exactly ihe Shaw—
Traub algorithm.
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