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Abstract 

Link-by-link $ow-controlled virtual channels are pro- 
posed for asynchronous transfer mode (ATM) networks. 
The jlow control mechanism eflciently uses leftover band- 
width afrer guaranteed trafJic has been sewed, thus 
achieving high network utilization. Compatible with exist- 
ing ATM standards, this proposal is called FCVC, which 
stands for Flow-Controlled Virtual Channels. 

Three increasingly memory-efficient credit-based jlow 
control schemes, named N123, N123+ and N23, are de- 
scribed for implementing link-by-link $ow control. These 
credit-based jlow control schemes have been used in an 
experimental 622-Mbps ATV switch currently under joint 
development by BNR and Hamard. Simulations based on 
the switch design have confirmed that the $ow control 
mechanism is indeed able to provide sufficiently rapid 
feedback to let a network adapt to load changes and maxi- 
mize its performance. This paper is a summary of 1131. 

1. Introduction 

A fundamental reason for per virtual circuit (VC), link- 
by-link flow control (LLFC) is to provide effective means 
of using filling-in traffic to maximize network utilization, 
as depicted in  Figure 1. Typically, best-effort traffic is used 
to fill in bandwidth slack left by scheduled traffic with 
guaranteed bandwidth and latency such as video and au- 
dio. 

To allow effective traffic fil l  in, fast congestion feed- 
back for individual VCs is needed. Measurements have 
shown that data [8, 151 and video [9] traffic often exhibit 
large bandwidth variations even over time intervals as 
small as 10 milliseconds. With the emergence of very 
high-bandwidth traffic sources such as high-speed host 
computers with 800-Mbps HIPPI network [4] interfaces, 
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Figure 1: Flow control for effective fill in 
of traffic in bandwidth slacks 

networks will experience further increases in load fluctua- 
tions [12]. To utilize slack bandwidth in the presence of 
highly bursty traffic, fast congestion feedback is necessary. 
LLFC implements the required feedback at the fastest pos- 
sible speed. 

Another reason for LLFC is congestion control. For 
high-speed networks there is the problem of increased 
mismatches in bandwidth [12]. When the peak speed of 
links increases in ia network, so may bandwidth mismatch- 
es in the network. For example, when a 1-Gbps link is 
added to a network which includes a IO-Mbps Ethemet, 
there will be two orders of magnitude difference in their 
speeds. When data flows from the high-speed link to the 
low-speed one, congestion will build up quickly. This rep- 
resents additional congestion scenarios beyond the usual 
congestion caused by the merging of multiple traffic 
streams. 

The highly bunty traffic and increased bandwidth mis- 
matches expected will increase the chance of transient 
congestion. It is therefore important to ensure that tran- 
sient congestion does not persist and evolve into perma- 
nent network collapse. 

Using LLFC, a VC can be guaranteed not to lose cells 
due to congestion. When experiencing congestion, back- 
pressure will build up quickly along congested VCs span- 
ning one or more hops. When encountering backpressure, 
the traffic source of a congested VC can be throttled. Thus 
excessive traffic can be blocked at the boundary of the net- 
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work, instead of being allowed to enter the network and 
cause congestion problems to other traffic. 

The “per VC” LLFC allows multiple VCs over the 
same physical link to operate at different speeds, depend- 
ing on their individual congestion status. In particular, 
congested VCs cannot block other VCs which are not con- 
gested. 

The throttling feature on individual VCs, enabled by 
LLFC, is especially useful for implementing high-perfor- 
mance, reliable multicast VCs. At any multicasting point 
involving more than a moderate number of ports, the prob- 
ability that one or more of them are not available at a giv- 
en cell cycle is likely to be high, and the delay before a cell 
is forwarded to all the ports can fluctuate greatly. It is 
therefore essential for reliable multicast VCs to throttle in 
order to accommodate the inherent high variations in their 
transmission speeds [ 131. 

In addition, flow control will allow new services for 
hosts with high-speed network access links operating, for 
example, at 100 megabits per second. For instance, these 
hosts can be offered a new kind of data communications 
service, which may be called a “greedy” service, where the 
network will accept as much traffic as possible at any in- 
stant from VCs under this service. Flow control can be 
used to throttle these VCs on a per VC basis when the net- 
work load becomes too high, and also to speed them up 
when the load clears. There will be no requirements for 
predefined service contract parameters, which are difficult 
to set dynamically. This “greedy service” is expected to 
serve many types of best-effort traffic effectively and effi- 
ciently. 

2. Summary of Results and Organization of 
the Paper 

Three credit-based flow control schemes (called N123, 
N123+ and N23) for implementing link-by-link flow con- 
trol are proposed in this paper, for asynchronous transfer 
mode (ATM) networks [I ,  31. These are three increasingly 
memory-efficient schemes with increasing implementation 
cost. 

Defined in terms of ATM cells, the proposed credit- 
based flow control schemes can operate on top of various 
underlying physical media and over non flow-controlled 
networks by using “tunneling” [ 131. The schemes can effi- 
ciently implement flow-controlled VCs of any bandwidth, 
and can also limit the bandwidth overhead to support flow 
control to be less than any given fraction of the total link 
bandwidth. 

Moreover, the schemes are robust in the sense that they 
can recover automatically from link errors. Adjustments 
can be easily made to increase the degree of automatic 

protection against errors at the expense of increased band- 
width overhead or buffer memory size. 

With the proposed credit-based schemes, a local area 
network node can support on the order of 1,OOO flow-con- 
trolled VCs each capable of peaking at a rate of 100 Mbps, 
using only about one megabyte of buffer memory in total. 
The credit-based schemes also apply to networks with 
large propagation delays, using proportionally larger 
memories. 

The proposed credit-based flow control schemes have 
been implemented in an experimental ATM switch design 
currently under joint development by BNR and Harvard. 
Performance simulations carried out on a simulator reflect- 
ing the hardware design have confirmed the effectiveness 
of the proposed schemes [ 141. 

The rest of the paper is organized as follows. First an 
overview of a credit-based flow control approach is given. 
Then the N123, N123+ and N23 Schemes are described. 
The N23 Scheme is the most significant and interesting 
among the three methods, as it uses the smallest amount of 
memory, and is equivalent to the “additive” credit updat- 
ing method [5, 6, 111 as far as the effect of flow control on 
buffer management is concerned. 

However, the N I 2 3  and N123+ schemes can also be at- 
tractive due to their relatively simple implementation. 
Their extra buffer space is proportional to the link propa- 
gation delay, and can be of no practical concern for local 
area networks as they have small propagation delays. 

This paper will give a detailed description of the N23 
Scheme and prove some of its mathematical properties. 
But due to space limitation, the paper will only briefly de- 
scribe the N I 2 3  and N123+ Schemes, for which details 
can be found in [ 131. 

3. Credit-Based, Per VC Link-by-Link Flow 
Control 

Flow control based on credits is an efficient way of im- 
plementing per VC LLFC. A flow-controlled VC is com- 
posed of one or more flow-controlled VC links or simply 
links, connecting various network subsystems such as 
switches and adapters. Figure 2 depicts two flow-con- 
trolled VCs (VC1 and VC2) for which credit-based flow 
control is used for each link. 

Figure 3 is a magnified view of the two flow-controlled 
VC links between Adapter 1 and Switch 1 .  During the op- 
eration of a VC, two types of ATM cells, called data and 
credit cells, will be used. A data cell transports data be- 
longing to the VC. A credit cell transports credit values 
and various credit-related management information for the 
VC. All credit cells are transported over some reserved 
VCs, called the credit-carrier VCs. Refer to [ 131 for a pro- 
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Figure 2: Credit-based flow control applied 
to each link of a VC 

posed credit cell format, compatible with AAL type 5 [ I ] ,  
and some credit-related transaction types. 

tch 1 
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Figure 3: Magnified view of two 
flow-controlled VC links in Figure 2 

Each VC link is associated with a pair of sender and re- 
ceiver buffers, which are also called VC buffers. (VC buff- 
ers are denoted by dots in Figures 2 and 3.) Transporting 
data cells from the sender buffer to the receiver buffer over 
the VC can beflow-controlled to prevent overrun of the re- 
ceiver buffer. For two consecutive links of the same VC, 
the receiver buffer of the upstream link is also used as the 
sender buffer of the downstream link. 

The credit-based flow control over a VC link generally 
works as follows. Before forwarding any data cell over the 
link, the sender needs to receive credits for the VC via 
credit cells sent by the receiver. At various times, the re- 
ceiver sends credit cells to the sender indicating that there 
is a certain amount of buffer space available for receiving 
data cells of the VC. After having received a credit value, 
the sender is eligible to forward some number of data cells 
of the VC to the receiver according to the received credit 
value. Each time the sender forwards a data cell of a VC, it 
decrements its current credit count for the VC by one. 

When receiving a credii cell for a VC the sender up- 
dates its credit count for the VC using an absolute updat- 
ing method. That is, the new credit count will be computed 
entirely from the newly rec:eived credit, independently of 
the old credit count. In particular, the new credit count will 
not be relative to the old credit count. This is in contrast 
with relative, incremental or additive updating used in 
some previously proposed “credit-like’’ flow control 
schemes [5 ,  6, 111, where the new credit count is equal to 

the old credit count plus the newly received credit value. 
The absolute credit updating allows a robust flow control 
scheme in the sense that any effect of a corrupted credit 
will be repaired automatically by the arrival of the next 
successfully transmitted credit (see Section 8.8). The three 
credit-based flow control schemes (N123, N123+ and 
N23)  described in this paper all use absolute credit updat- 
ing. 

4. Definitions and Terminologies 

For describing the credit-based flow control schemes of 
this paper, it is convenient to consider three consecutive 
nodes of a VC referred to as upstream, current and down- 
stream nodes. Figure 4 depicts these nodes along with 
their VC buffers. With respect to the link between the up- 
stream and current nodes, they are the sender and receiver 
nodes, respectively. Similarly, with respect to the link be- 
tween the current and downstream nodes, they are the 
sender and receiver nodes, respectively. 

-1 p E z q  

Figure 4: Three consecutive nodes of a VC 
and their VC buffers 

The following definitions and notations will be used 

R = Round-trip link delay (in seconds) between the 
current and upstream nodes, including both the link 
propagation delay and the time for handling data cells 
and processing credit cells at the two endpoints. (The 
time at the two endpoints can be a constant and can be 
as small as several microseconds as in the case of the 
BWHarvard switch.) R is a system parameter, which 
can be determined at the system configuration time, 
and can be measured by executing a built-in looping 
routine. Overestimating R causes no real harm in the 
sense it may introduce occasional data and credit un- 
derflow (see Section 5 ) ,  but will never introduce buffer 
overflow [13]. In practice, it should be easy to overes- 
timate R within one cell cycle time as in the BNR/Har- 
vard switch. 
F = Number ot‘ in-flight data cells not accounted for by 
the credit cell in question. 
B ,  =.Targeted bandwidth (in bits per second) of a VC 
over time R.  
Blink = Peak bandwidth (in bits per second) of the un- 
derlying physical link over time R.  
Cell-Size = 424, which is the number of bits in an 53- 
byte ATM cell. 

throughout: 
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Note that Bvc I Blink is always true, and in general, 
Bvc can be much smaller than Blink This is the reason why 
the N123+ and N23 Schemes of Sections 7 and 8 are de- 
signed so that the VC buffer size for a VC can be bounded 
above by a quantity proportional to Bvc rather than Blink. 

5. The N I ,  N2, and N3 Zones of VC Buffer 

For each VC crossing the current node, its VC buffer 
can be viewed to consist of three zones. As depicted in 
Figure 5,  they are called N I ,  N2,  and N3 zones, each pos- 
sessing N I ,  N2 ,  and N 3  cells, respectively. 

l/W2 
bandwidth 
€or transmitting 
credit cells 

Preventing 
data and credit I underflow 

preventing 
data overflow 
by in-flight data 

\ I 
N I  I N2 I N.7 I 

Figure 5: Three zones of each VC buffer 

The N 1  zone covers the round-trip link delay between 
the current node and the upstream node so that data 
overflow of the VC buffer can be prevented. That is, 
the NI  zone will catch all in-flight data cells of the VC 
which the upstream node could have forwarded before 
it receives the most recent credit cell for the VC from 
the current node. It turns out that from [13] and the 
next three sections of this paper: 

For the N I 2 3  Scheme: 

N I  = R . Blink / Cell-Size 

For the N123+ Scheme: 

N I  = min (N2  + R . BVc / Cellsize, R . Blink / 
Cell-Size) 

For the N23 Scheme: 

N I  = O  

The N 2  zone allows less frequent sending of credit 
cells (while still preventing data and credit underflow) 
to reduce the bandwidth overhead for transmitting 
credit cells. More precisely, the current node is eligible 
to send a credit cell for a VC to the upstream node, 
only after the current node has forwarded N2 data cells 
of the VC to the downstream node, since the last credit 
cell for the VC was sent. Note that the frequency of 
sending credit cells of the VC depends on the value of 
N 2  and on the speed at which the current node for- 
wards the data cells of the VC. 

The value of N2 can be the same for all flow-con- 
trolled VCs in a network. The value can be a de- 
sign or engineering choice. For example, a 
reasonable value for N2 could be 10, so that a 
link will never consume more than 10% of its 
bandwidth in transmitting credit cells. 
It is also possible that different VCs use different 
N2 values. For example, a VC for which automat- 
ic recovery from errors is critical may choose to 
use a relatively small N 2  in order to increase the 
chance that another credit cell will immediately 
follow a corrupted credit cell. See Section 8.8 for 
further discussions on the error recovery issue. 

The N3 zone prevents data and credit underflow, so 
that the VC can sustain its targeted bandwidth as long 
as the upstream node has data to forward and the 
downstream node has space to receive them. 

The N 3  zone must be large enough to prevent 
data underflow. It must hold enough data cells to 
continue sending downstream at the targeted 
bandwidth, B , ,  while waiting for new data cells 
from upstream reflecting the most recently sent 
credit cell on this VC. 
To prevent credit underflow, the upstream node 
must receive credit cells each with sufficiently 
large credit value. This prevents the upstream 
node (when operating at the targeted VC band- 
width) from depleting its current credit before the 
next credit cell arrives. Note that as described in 
Section 8, each new credit value is N2 + N 3  less 
the buffer fill. Thus, for a given value of N2, the 
N3 value must be large enough to allow use of 
sufficiently large credit values. 

It turns out from [ 131 and the next three sections 
of this paper that for N123, N123+ and N23 
Schemes, to prevent both data and credit under- 
flow it suffices to choose the value of N 3  to be: 

N 3  = R . Bvc / Cell-Size (1) 

6. The NI23 Scheme: Basic Credit-Based 
Flow Control Scheme 

The “NI23 Scheme” is the first of the three credit-based 
flow control schemes of this paper. These methods have a 
number of desirable features such as provision for trans- 
mitting credit cells at any low bandwidth and robustness 
against corrupted credit cells. In addition, these methods 
have the usual features such as prevention of buffer over- 
flow and underflow typically found in other flow control 
methods. 

The N I 2 3  Scheme represents a baseline, credit-based 
flow control method, which is relatively easy to under- 
stand. The other two schemes, N123+ and N23,  of  Sec- 

119 



tions 7 and 8 provide additional beneficial features at the 
expense of some added implementation cost. 

Figure 6 depicts the basic algorithm for the NI23 
Scheme.’ The current node is eligible to send a credit cell 
(to the upstream node) for a VC each time after it has for- 
warded at least N 2  data cells of the VC (to the downstream 
node) since the previous credit cell for the same VC was 
sent. The credit cell will contain a credit value (for the 
VC) equal to the number of unoccupied cell slots in the 
combined area consisting of the N2 and N3 zones2. A 
credit cell need not be sent when the combined area is to- 
tally occupied. 

-1 -1 
N I  N2 N3 - 

a t  - ‘ I  

t Cells - b J  

5 Credit Value 

t cells +I >NZ 

S Credit Value 

I + ..‘. \..*. ..@’ in Credit3 

t Cells 
S Credit Value 

in Credit4 

+A..$ 

{+ 
Figure 6: N123 Scheme 

Upon receiving a credit cell with credit value C for a 
VC, the upstream node is permitted to forward up to C 
data cells of the VC before. the next successfully transmit- 
ted credit cell for the VC is received. Specifically, the up- 
stream maintains a count, called Credit-Count, for the VC. 
Credit-Count could be set to be N2 + IV3 initially. Each 
time the upstream node forwards a data cell of the VC (to 
the current node), it decrements the Credit-Count by one. 
It stops forwarding data cells (only of this VC) when the 
Credit-Count reaches zero, and will be eligible to forward 

In all figures for describing the flow control schemes, the 
following notational conventions are assumed: time flows 
from top to bottom; the occupied area of a buffer is 
shaded; and dashed arrows refer to transmission of credit. 

As depicted in Figure 5 ,  the NI zone is reserved to hold 
in-flight data cells. Thus it will not be used in calculating 
credit values in the N I 2 3  and N123+ Schemes. 

data cells again when receiving a new credit cell with a 
positive credit value (for this VC). When receiving a credit 
cell for a VC, the sender will immediately update its cur- 
rent Credit-Count for the VC using: 

Credit-Count = Credit Value in the Newly Received 
Credit Cell (2) 

Note that this is an absolute credit updating as defined in 
Section 3. 

To prevent data overflow, the value of NI needs to be 
large enough so that the NI zone, as stated earlier, is able 
to catch all possible in-flight data cells. It is therefore nec- 
essary to know an upper bound on the number of these in- 
flight data cells, E Note that the total amount of data in 
these data cells is no more than R . Blink [ 131. This implies 
that F I R . Blirrk / Cell-Size. Therefore to prevent data 
overflow it is sufficient to choose NI to be3: 

N1 = R . Blink / Cell-Size ( 3 )  

To prevent data underflow, i.e., to ensure that the VC can 
deliver an average bandwidth of Bvc over time R,  it 
suffices to choose N3 to be: 

(4) 

By increasing the N 3  value, the VC can transport data cells 
at a proportionally higher bandwidth. 

N3 = R . Bvc: / Cell-Size 

7. The N123+ Scheme: Receiver-Enhanced, 
Credit-Based Flow Control Scheme 

The “N123+ Scheme” is the second credit-based 
scheme of this paper for implementing link-by-link flow 
control. By performing some additional work at the re- 
ceiver, the N123-I- Scheme has the desirable property that 
the size of the VC: buffer for a VC has an upper bound de- 
pending only on the targeted bandwidth of the VC (Equa- 
tion (5) ) ,  not on lhe bandwidth of the underlying physical 
link (Equation (4)). 

As depicted in Figure 7, the additional work at the re- 
ceiver involves irnposing a time gap of at least one round- 
trip link delay R between the sendings of any two consecu- 
tive credit cells for the same VC. A new credit cell of a VC 
can be sent only after R time has elapsed and at least N2 
data cells of the VC have departed since the previous cred- 

~ ~~ ~~ 

In general, it should be that NI = [R . Blink / Cell-Sizel, 
i.e., NI should be the ceiling integer on the quantity inside 
the bracket, or the smallest integer greater than or equal to 
the quantity. For presentation clarification, this paper 
assumes throughout that these qualities are integers so that 
the ceiling notation is not needed. It is straightforward to 
insert proper ceiling notions when this assumption is 
removed. 
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it cell for the same VC was sent. Refer to [13] for some 
implementation suggestion on ensuring this time gap. 

pzzzGzq jTzzEq 
Nl M N3 - 

62 

Figure 7: N723+ Scheme and required N7 value 

By imposing a time gap of at least one round-trip link 
delay R between two consecutive credit cells, the N123+ 
Scheme guarantees that any data cell arriving after the de- 
parture of the most recent credit cell must have reflected 
the credit value in this credit cell or in the previous credit 
cell, but in no earlier ones. 

This implies that as depicted in Figure 7, those in-flight 
data cells which do not reflect the credit (value of C 2 )  in 
the most recent credit cell must be no more than the credit 
(value of C1) in the previous credit cell. Since the credit 
value in any credit cell is not larger than N2 + N3,  the 
number F of these in-flight data cells satisfy: 

F I CI I N 2  + N 3  

where N 3  is given by Equation (4). This and Equation 
imply that to prevent data overflow it suffices to choose NI 
to be: 

NI = min iN2 + N3, R ‘ Blink / Cell-Size) 

or 

NI = min ( N 2  + R . Bvc/ Cell-Size, 
R . Blink / Cell-Size) ( 5 )  

Since NI 5 N2 + N3,  the total buffer size, N1 + N2 + N3,  
for the VC is no more than 2 . (N2 + N3) ,  which is a 
quantity independent of the peak bandwidth of the 
physical link. When N 2  + N 3  is smaller than R * Blink/ 
Cell-Size, the N123+ scheme is more attractive than the 
N I 2 3  scheme as far as minimizing the VC buffer is 
concerned. 

8. The N23 Scheme: Sender-Enhanced, 
Credit-Based Flow Control Scheme 

The ‘“23 Scheme” is the third credit-based scheme of 
this paper for implementing per VC link-by-link flow con- 
trol. By performing some additional work at the sender 
i.e., Equation (7), the N23 Scheme has a major advantage 
that the VC buffer for a VC does not need the NI zone. 

Figure 8 depicts the basic algorithm for the N23 
Scheme, which is similar to that for the N I 2 3  Scheme of 
Section 8. For completeness, a full description of the N23 
Scheme is nevertheless given below. 

The current node is eligible to send a credit cell (to the 
upstream node) for a VC each time after it has forwarded 
N2 data cells of the VC (to the downstream node) since the 
previous credit cell for the same VC was sent. The credit 
cell will contain a credit value (for the VC) equal to the 
number of unoccupied cell slots in the combined area con- 
sisting of the N2 and N3 zones. 

I Upstream Node I -1 
-b 

= C 1 - E  
# Calls 

’ Z N 2  

Figure 8: N23 Scheme 

Upon receiving a credit cell with credit value C for a 
VC, the upstream node is permitted to forward up to C-E 
data cells of the VC before the next successfully transmit- 
ted credit cell for the VC is received, where E is defined by 
Equation (8). Specifically, the upstream node maintains a 
count, called Credit-Count, for the VC. Credit-Count 
could be set to be N 2  + N 3  initially. Each time the up- 
stream node forwards a data cell of the VC (to the current 
node), it decrements the Credit-Count by one. It stops for- 
warding data cells (only of this VC) when the Credit- 
Count reaches zero, and will be eligible to forward data 
cells (of this VC) again when receiving a new credit cell 
(for this VC) resulting in a positive value for C - E. 
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More precisely, when receiving a credit cell for a VC, 
the sender will immediately update its current Credit- 
Count for the VC using: 

Credit-Count = Credit Value in the Newly Received 
Credit Cell - E (6) 

where 

E = # of data cells the sender has forwarded over the 
VC for the past time period of R (7) 

Note that this updating is “absolute”, as defined in the end 
of Section 3, as the new Creditcount is computed 
independently of the old Credit-Count. 

Like the N123 Scheme. it can be proven [13] that to 
prevent data and credit underflow so that a VC can sustain 
a targeted average bandwidth of B ,  over time R,  that it 
suffices to choose N3 to be: 

(8) N3 = R . Bvc / Cell-Sii:e 

By increasing the N3 value, the VC can transport data cells 
at a proportionally higher bandwidth. 

The N23 Scheme can bc: viewed as an “ultimate credit 
scheme” in the sense that the sender is allowed to forward 
data cells against the current credit and sometimes also 
against a credit yet  to come. When the credit arrives, the 
new credit value is immediately discounted by the amount 
the sender has already forwarded (i.e., the value of E )  over 
the past round-trip link time: R.  Moreover, the N23 Scheme 
is precise in the sense that when the current node issues a 
credit of value C for a VC, the node can expect to receive 
exactfy C data cells of the VC, provided that the upstream 
node will have at least thest: many cells to forward. 

8.1. Properties of the NZ23 Scheme 

P1 

P2 

P3 

There is no data overflow, as long as corrupted 
credit cells can be detected by the 32-bit CRC in 
each credit cell [ 131. 
There is no data underflow and no credit under- 
flow in sustaining a VC’s targeted bandwidth as long 
as there are no corrupted credit cells. This means 
that when there are no hardware errors which cor- 
rupt credit cells, the VC never has to wait for data or 
credits due to the round-trip link delay associated 
with the flow control feedback loop. That is, the 
flow control mechanism itself will never prevent a 
VC from sustaining its targeted bandwidth. 

Corrupted credit cells, which are detected by the 
CRC and discarded, could cause some delay for the 
affected VC due to data or credit underflow, but no 
further harm. The delay is no more than, and can be 
much less than, the usual time-out period for recog- 
nizing errors plus the round-trip link delay required 

to recover from them. In fact, any possible effect of 
a corrupted credit cell will disappear immediately 
after the successful delivery of the next credit cell 
for the same VC. The receiver sends the next credit 
cell either automatically (i.e., after additional N2 
cells have been forwarded, as described in Section 
8) or in response to the sender’s credit request (see 
the sender-request-credit transaction type in [ 131). 
In this sense the flow control scheme is robust and 
self-healing (Section 8.8). Note that credit cells are 
“idempotent” with respect to the sender in that mul- 
tiple receipts of credit cells, possibly including re- 
dundant ones, from the receiver will never cause 
harm. 
Transmitting credit cells at any low bandwidth 
(Section 8.7) is possible. By increasing the size of 
the VC buffer (i.e., the N2 value), the required band- 
width for transmitting credit cells decreases propor- 
tionally. This memory-bandwidth trade-off can be 
configured on a per VC basis. 

The absolute credit updating of Equation (7) is 
equivalent to the additive or increment credit up- 
dating (Section 8.2). 

The size of the VC buffer for a flow-controlled 
VC has an upper bound depending only on the 
targeted bandwidth of the VC (Equations and 
(5 ) ) ,  not on the bandwidth of the underlying physical 
link. 
The average bandwidth achievable by a flow-con- 
trolled VC over time R is bounded above by (N2 
+ N3)  * CellSize / R (see [13]). 

These properties and others are elaborated or proven in 

P4 

P5 

P6 

P7 

the next several subsections. 

8.2. Some Mathematical Properties of the N23 
Scheme 

Some interesting mathematical properties can be prov- 
en for the N23 Scheme. Consider at the upstream node the 
arrivals of two consecutive, successfully transmitted credit 
values Cl  and C2, for a VC, as depicted in Figure 9. Note 
that there could be any number of corrupted credit cells 
between Cl  and C2 for the same VC, which the upstream 
node will discard. The figure depicts one such corrupted 
credit value, C’. ,4 number of quantities need to be de- 
fined:. 

As E is defined in Equation (8), E l  or E2 is the number 
of data cells forwarded by the upstream node for the 
past time period of R immediately before the arrival of 
Cl  or C2, respectively. 
If the set of data cells accounted for by EZ and that by 
E2 do not overlap (as in the case depicted by Figure 9), 
then x is defined to be the number of those data cells 
which are forwarded by the upstream node during the 
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Figure 9: Definitions of various quantities for 
the N23 Scheme, allowing the possibility 

of corrupted credit cells 

period between the arrivals of C1 and C2, and which 
are not accounted for by E2. On the other hand, if the 
set of data cells accounted for by El overlap with that 
by E2, then x is the negative of the number of overlap- 
ping data cells. 
b (or the credit "balance" at the upstream node just be- 
fore C2 arrives) is the remaining Credit-Count when 
C2 arrives, that is to be overwritten by C2 - E2. The 
upstream node could have forwarded an additional b 
data cells even if C2 had not arrived. 
y is the number of data cells the current node has for- 
warded to the downstream node during the period be- 
tween the sendings of CI and C2. 

An important property about the N23 Scheme, Equation 
(10) below, can be derived by capturing what the method 
does at both the current and upstream nodes. At the current 
node when sending credit value C2, the following holds: 

CI = C2 + x + E l  -y  

On the other hand, at the upstream node when receiving 
credit value C2, the following holds: 

Cl  = E l  + E2 + x +  b 

By eliminating Cl from the above two equations, it 
follows that 

C2 - E2 b -k y (9) 
Equation (10) says the following for each successfully 

transmitted credit cell for a VC. The discounted credit val- 
ue C - E @e., C2 - E2 in the equation) at the receiver is 
equal to the credit balance (i.e., b) for the VC plus the 
number (i.e., y) of data cells the sender has forwarded over 
the same VC during the period between the sendings of 

the previous successfully transmitted credit cell for the 
same VC and this current credit cell. The following con- 
clusions hold: 

The new Credit-Count, C - E, computed by Equation 
(7), is always greater than or equal to N2, since C- E = 
b+y,  b 2 0 , a n d y 2 N 2 .  
The new Credit-Count, C - E, computed by Equation 
(7), is exactly what would be computed by an additive 
or relative credit updating method [5 ,  6 ,  111. The N23 
Scheme achieves this in an indirect and robust manner, 
without having to keep track of the quantity b at the 
sender and y at the receiver, and having to rely on suc- 
cessful transmission of each y value from the receiver 
to the sender. 

8.3. No Data Overflow for the N23 Scheme 

The N23 scheme has no data overflow for any values of 

E = F  (10) 

where, as defined in Section 4, F is the number of in-flight 
data cells which are not accounted for by the most recently 
received credit cell. Suppose that the credit value in this 
credit cell is equal to C. Then, as depicted in Figure 8, the 
VC buffer in the current node will have enough space to 
hold E in-flight data cells as well as C - E new data cells 
the sender will forward reflecting the C credit it will 
receive. Thus there is no data overflow. 

N2 and N3. The proof is based on the fact that 

8.4. No Data Underflow and Required N 3  Value 
for the N23 Scheme 

Figure 11 depicts that there is no data underflow for the 
N23 Scheme when the value of N3 is given by Equation 
(4). 

I Upstream Node I p5znzq 
N2 N3 

N2 Cells 

(N3)/2 Cells 

(N3)/2 Cells - 
N3 = R'B,/Cell-Size 

Figure 11 : No data underflow for the N23 Scheme 
and the required N3 value 
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8.5. No Credit Underflow for the N23 Scheme 

Figure 12 shows that there is no credit underflow for 
the N23 Scheme, assuming that the VC operates at the 
constant rate of Bvc and N 3  is given by Equation (4). Note 
that at the beginning of each repetitive period, the up- 
stream node will start with a new Credit-Count equal to 
N2, which is the just received credit value N 2  + N 3  less 
N3, the number of data cells forwarded in the past time pe- 
riod of R. Since both the upstream and current nodes are 
assumed to operate at the same rate B v ~ ,  at the end of the 
repetitive period when the upstream node has forwarded 
N 2  data cells and has depleted its Credit-Count, the next 
credit cell with credit value equal to N2 + N 3  will arrive. 
Thus the upstream node will never have to stop forwarding 
data cells because its Creditcount has been depleted. 

I Upstream Node ] -1 

- .  
N3 Cell8 

fonmrded in the past 

= (N2 + N3) - 
= NZ 

w 

EO 
N2 Cella 

h cell. 

Figure 12: No credit underflow for the N23 
Scheme 

8.6. Bounding the Bandwidth Realizable by a VC 
for the N23 Scheme 

The N23 Scheme guarantees that over any time interval 
of length R the upstream node forwards no more than N2 + 
N 3  data cells for the VC and thus: 

(11) 

To prove this, assume without loss of generality that such 
an interval, called the R-Interval, ends after the arrival of 
the i-th credit cell and before or on the arrival of the (i+l)- 
th credit cell for some i, as depicted in Figure 13. Since the 
R-interval has length no more than R, it must be entirely 
contained within the concatenation of the following two 
subintervals: (a) time period of length R preceding the 
arrival of the i-th credit cell, and (b) time period between 

BVc 5 (N2 + N 3 )  . Cel lS ize  I R 

the arrival times of the i-th and (i+l)-th credit cells. Note 
that the upstream node forwards E data cells during 
subinterval (a) by the definition of E, and no more than N2 
+ N 3  - E data cells during subinterval (b) by Equation (7). 
Therefore the upstream node forwards a total of no more 
than N2 + N 3  data cells during the two subintervals and 
thus during the R-interval. 

I Upstream Node I 7 1  
N2 N3 

# Cella 
= E  

i-th Credit 

N 2  
Cells 

Figure 13: An upper bound, (N2 i N3), on the 
maximum number of data cells 

that the upstream node can forward over any 
time interval of length R in the N23 Scheme 

8.7. Bounding the Bandwidth for Tkansmitting 
Credit Cells and Required N2 Value 

For a given value of N2, the current node will send a 
credit cell for the VC to the upstream node each time after 
having forwarded N 2  data cells of the VC to the down- 
stream node. Thus over this VC, the link between the cur- 
rent and upstream node will transport credit cells no more 
than once every N 2  data cells. By using N 2  value of at 
least X for all VCs, the overhead of transmitting credit 
cells can be limited to an arbitrary fraction (UX) of the 
link bandwidth. However, the larger the value of N2 is, the 
larger the required memory in the N2 zone is. The selec- 
tion of the N2 value is a design or engineering choice. N2 
can be chosen to be about 10 so that credit cells consume 
no more that about 10% of total network bandwidth. 

8.8. Robustness of the N23 Scheme 

Using a strong error check such as a 32-bit CRC (see a 
proposed credit cell format including CRC-32 in  [13]), the 
probability of undetected incorrect credit cells can be kept 
at an acceptably low level. A corrupted credit cell detected 
by the CRC at the sender will be discarded and the arrival 
of the next successfully transmitted credit cell for the same 
VC will recover from the error automatically. 

After the sender detects and discards a corrupted credit 
cell, let A be the number of future credit cells that will ar- 
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rive anyhow before the next successfully transmitted cred- 
it cell is received. Then A = L(B + G) /N2]  where B is the 
number of data cells of the VC in the receiver at the send- 
ing time of the credit cell (which becomes corrupted), and 
G is the number of additional data cells of the VC which 
may still arrive reflecting the last successfully delivered 
credit cell. Note that B + G can be as large as the maxi- 
mum number of cells the VC buffer can hold. 

Thus after the sender discards a corrupted credit cell, 
there could be A additional future credit cells for the same 
VC forthcoming, any of which if successfully transmitted, 
will remove any effect caused by the corrupted cell. The 
value of A can be increased to improve this automatic pro- 
tection against corrupted credit cells, by decreasing N 2  (at 
the expense of increased bandwidth overhead for credit 
cells transmission) or increasing the VC buffer size, or 
both. Note that networks with large propagation delays 
have larger VC buffers (because of a large value for N 3 )  
and therefore the credit-based flow control schemes using 
absolute updating will be more fault-tolerant than net- 
works with small propagation delays. 

However, after the sender detects a corrupted credit 
cell, sometimes another credit cell will not immediately 
follow after the corrupted credit cell, because B + G < N2.  
In other words, the corrupted credit cell is the last credit 
cell generated by a burst of data. In this case, after the 
sender has waited for credit cells for the VC longer than 
some time-out period, it can request the receiver to send 
credit value for a VC (using, for example, Sender-Request- 
Credit in [ 131). The receiver can also send redundant cred- 
it cells for a VC at any frequency to increase the protection 
against error. The absolute nature of the credit count up- 
dating by Equation (7) is such that as discussed in Section 
3, the effect of lost credit cells can be automatically recov- 
ered by any future successfully transmitted credit cell for 
the same VC. The only impact of a lost credit will be a po- 
tential, temporary delay in forwarding more traffic over 
the VC. 

8.9. Orthogonal Relation to Switching and 
Scheduling 

The credit-based per VC flow control mechanisms dis- 
cussed in this paper are orthogonal to issues related to 
switching and scheduling functions associated with a 
switching node. For a flow-controlled VC link, one side of 
the link does not need to know whether the other side is a 
switch or not. The flow control itself has no concerns on 
implementation matters at either side of the link related to 
how scheduling and/or switching of data cells of various 
VCs are performed. 

That is, flow control functions prevent data overflow 
and underflow, whereas switching and scheduling func- 

tions are responsible for implementing various services, 
such as guaranteed bandwidth and latency for certain VCs, 
on top of the flow control mechanism.. As discussed in 
[13], underlying flow control schemes can facilitate effi- 
cient scheduling, namely, a scheduler need only concern 
itself with VCs with data and credit. For example, sophis- 
ticated scheduling algorithms such as various fair queue- 
ing methods [7, 161 can be implemented on top of flow 
control, completely unburdened by buffer management is- 
sues 

9. Summary of Three Credit-Based Flow 
Control Schemes 

Figure 14 summarizes the three credit-based flow con- 
trol schemes described above and their VC buffer sizes. 
Below are some comments on N I ,  N2  and N 3  values: 

O ( 1 )  
A 

N1 N2 N3 d Id 
0 (R ' Blink) 0 (R. B,) 

A 
N21 N3 I 
T 
O(R.B,) 

Figure 14: Three credit-based flow control 
schemes of this paper, and their VC buffer sizes 

Figure 14 depicts the case that the NI zone of the 
N123+ Scheme is smaller than that of the N I 2 3  
Scheme. This holds when BVC < Bli, and R is suffi- 
ciently large. 
For all the three methods, N 2  is a constant, indepen- 
dent of R, Bvc or Blink. For example, N 2  can be chosen 
to be 10 for all VCs so that transmission of credit cells 
will consume no more than 10% of the network band- 
width. As noted in Section 5, different N2 values can 
also be used for different VCs. 
For a VC with a targeted bandwidth of BVC, N 3  is cho- 
sen according to Equation (4), i.e., 

N3 = R . B ,  / Cell-Size 

When the value of N 3  is so chosen, the VC will have 
sufficient buffer space to sustain bandwidth as high as 
Bvc, as shown above. 
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10. VC Buffer Sizes for the N23 Scheme 
Figure 15 is a summary of the required per VC buffer 

sizes for the N23 Scheme at each node, for various link 
lengths and targeted VC bandwidths B v ~  The calculation 
assumes that N2 = 10 for all VCs, and the propagation de- 
lay per km is 5 microseconds. In addition, it assumes that 
the time for handling data cells and processing credit cells 
at the two endpoints consumes additional 5 microseconds, 
as in the BNRfHarvard ATM switch. 

VC: Bandwdith (B,) 

10 Mbps 100 Mbps 622 Mbps 
Link Length 
1 km 10+1 cells 1 0 4  cells 10+23 cells 

1 KBytes 1 KBytes 2 KBytes 

10 km 10+3 cells 10+25 cells 10+155 cells 
1 KBytes 2 KBytes 9 KBytes 

100 km 10+24 cells 10+238 cells 10+1475 cells 
2 KBytes 14 KBytes 79 KBytes 

1000 km 10+235 cells 10+2360 cells 10+14679 cells 
13 KBytes 126 KBytes 779 KBytes 

Figure 15: Per VC buffer size in #cells (Le., N2+ 
N3), and #KBytes at each node for N23 Scheme 

11. Full Link Utilization: “Overbooking 
Inequality” 

One can see from Figure 15 that local area networks 
can support a large number of VCs with large Bvc, using 
only a moderate amount of memory. Each of these VCs 
may assume a high bandwidth at various times whenever 
network load permits. For example, on a 1 km link, one 
megabyte of memory can maintain 1,000 VCs, each of 
which can operate at a speed as high as 100 Mbps, i.e., at 

These VCs obviously cannot all operate at their peak 
bandwidth simultaneously, over the same physical link of 
bandwidth Blink, equal to say, hundreds of megabits per 
second. That is, the “overbooking” inequality holds: 

Bvc = 100 Mbps. 

C B V c  > Blink (12) 

where the summation is over all the VCs on the link. In 
fact, the idea of LLFC is to make the left-hand side much 
larger than the right-hand side, in order to maximize link 
utilization. The credit-based flow control schemes of this 
paper will flow control these VCs dynamically so that they 
can slow down when the link is congested. However, as 
soon as the link congestion situation lightens, each of 
these VCs can immediately operate at speeds as high as 

possible, up to its peak bandwidth Bvc, to make the 
maximum-possible use of the available bandwidth. 

In some sense, the fundamental reason to use link-by- 
link flow control or fast feedback is to allow the “over- 
booking inequality” (13), in order to let VCs peak at high 
speeds to make efficient use of link bandwdith slacks as 
soon as they become available. This is in  sharp contrast 
with contract-based, rate-control approaches through 
which the VC admission process will disallow such ine- 
quality. 

Figure 16 shows an example of this overbooking. VCl 
has high priority and alternates between 10% and 66% of 
the link bandwidth; it might carry video. VC2 is greedy 
and low priority; it might be a file transfer. The two VCs 
share a link that has a round-trip time of 155 cell times. 
Each VC has an A’3 large enough to send at the full link 
rate; by Equation (2) this is 155. Of course, they cannot 
both send at that rate, and whenever there is competition, 
VCI will win. Ideally, VC2 would vary the rate at which it 
sent so as to use all bandwidth not used by VCl ,  keeping 
the link fully utilized. 

Host A 

VC 1 Switch 1 

Figure 1 6  Full Link Utilization 

The results of a simulation of this scenario in [14] are 
shown in Figure 1’7. The throughputs of the two VCs al- 
ways sum to loo%, so VC2 is in fact filling the gaps in 
VCl’s traffic. Furthermore, VC2 is doing this without buff- 
ering large numbers of cells in the switch: VC2 never uses 
more than N2 + N.? = 10 + 155 = 165 cell buffers. Notice 
that the graph of VC2 lags slightly behind VCl ,  as is ex- 
pected. Both of these result from the flow control mecha- 
nism’s ability to quickly increase or decrease a VC’s 
throughput as conditions change in the network. See [14] 
for the detailed behavior of this mechanism. 

The simulator that produced the results of Figure 16 
and others in [ 141 was designed primarily to verify the ar- 
chitecture of the BNRMarvard switch. It models much of 
the switch down to the level of registers and clock cycles, 
and thus provides very accurate timings at the level of in- 
dividual ATM cells. 
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Figure 17: The greedy VC (VC2) takes up the 
left over bandwidth. The link is fully utilized. 

12. Concluding Remarks 

The credit-based flow control schemes proposed in this 
paper can support “best-effort’’ traffic well, which unlike 
guaranteed traffic, is not amendable to control without 
feedback. For a network where both best-effort and guar- 
anteed traffic are present, shaping at network input togeth- 
er with scheduling without feedback at each node, can be 
used to control the component of admitted guaranteed traf- 
fic [ 161. In the meantime per VC link-by-link flow control 
can be used to control other traffic. As described in Sec- 
tion 1 1 ,  low-priority best-effort traffic can dynamically fill 
the bandwidth gap possibly left by the guaranteed traffic, 
thus achieving full or high link utilization. “Greedy” ser- 
vices, as defined in Section 2, can therefore be implement- 
ed. 

The proposed flow control schemes are efficient and ro- 
bust. Simulation results [ 141 have confirmed this. When 
network congestion occurs, the size of the VC buffer of a 
flow-controlled VC need never grow beyond a predeter- 
mined limit related to the VC’s desired bandwidth and the 
round-trip link delay. In general flow-controlled VCs use 
much smaller peak buffer sizes than non flow-controlled 
ones while delivering the same throughput. The flow con- 
trol mechanism itself does not create extra delays under 
uncongested situations. If congestion does occur because 
the size of the buffer of a flow-controlled VC is limited, 
the delay will be bounded when the congestion clears up. 
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