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ABSTRACT
Ad hoc networks can be formed on highways among moving
vehicles, each equipped with a wireless LAN device. How-
ever, during times of low traÆc density, it is likely that such
networks are disconnected. This paper tests the hypothe-
sis that the motion of vehicles on a highway can contribute
to successful message delivery, provided that messages can
be relayed|stored temporarily at moving nodes while wait-
ing for opportunities to be forwarded further. Using vehicle
movement traces from a traÆc microsimulator, we measure
average message delivery time and �nd that it is shorter
than when the messages are not relayed. We conclude that
ad hoc relay wireless networks, based on wireless LAN tech-
nologies, have potential for many emerging applications of
this kind.

1. INTRODUCTION
Wireless connectivity on vehicles is emerging as an impor-
tant mode of communication; already, large car makers are
rolling out infrastructure-based low bandwidth wireless ser-
vices in support of applications termed automotive telemat-

ics. Such applications are a combination of telecommunica-
tions and computation, such as route planning using GPS
signals or remote diagnostics using data from sensors built
into vehicles.

It is more challenging to provide high-bandwidth networking
to fast moving vehicles. Cell sizes for high-bandwidth com-
munication are usually small, resulting in high hando� rates
as vehicles cross the cell boundaries. A recently proposed
solution even suggests to let wireless base stations follow the
highway traÆc on a rapidly moving conveyor rail installed
along the highway divider [5].

�This research was partially supported by the Air Force Of-
�ce of Scienti�c Research Multidisciplinary University Re-
search Initiative Grant F49620-97-1-0382 and as well as Mi-
crosoft Research, Nortel Networks, and Sun Microsystems.

Ad hoc networks formed by high-bandwidth, short range
wireless devices, such as based on the 802.11 wireless LAN
standard [7], are well suited for moving vehicles. Their de-
ployment on individual vehicles doesn't require any infras-
tructure; also, ad hoc routing adapts to node mobility. A
number of interesting applications are possible in such net-
works; we categorize them into three groups.

Traditional applications include all of the popular Internet
services such as Web browsing, E-mail, video streaming, etc.
These can be enabled in a general way by equipping cars
with access points for existing portable devices like note-
books or PDA's. Connectivity to the Internet at large can
be achieved through gateway nodes placed along the high-
way.

Location-aware applications provide geographic location in-
formation for points of interest to users. For example, a
directory may provide real-time driving directions, or list-
ings of local services such as gas stations or businesses.

Localized applications are run collaboratively by groups of
nearby nodes, and thus match the ad hoc routing model
best. For example, vehicles may engage in chat, exchang-
ing short messages, sharing multimedia �les, or engage in
video-conferencing. There is a possibility for o�ering ser-
vices; we can imagine an \information vendor" driving along
the highway, carrying a library of music �les for download.
Vehicles belonging to highway service crews can announce
themselves, automatically informing drivers about oncom-
ing road work areas. Disabled or crashed vehicles may use
acceleration sensors to trigger automatic advertisements of
an accident, as pointed out in [1]. Morris et al. [13] point
out additional localized applications like collaborative road
congestion monitoring, route planning, 
eet tracking, etc.

With ad hoc networks deployed on moving vehicles, net-
work partitions due to limited radio range become inevitable
when traÆc density is low|such as at night, or when few
vehicles carry a wireless device. A key question to ask is
whether it is possible to deliver messages in spite of par-
titions, by taking advantage of predictable node movement
on the highway creates opportunities to relay messages in a
store-and-forward fashion.

This paper tests the hypothesis that the motion of vehi-
cles on a highway can signi�cantly contribute to successful
message delivery, provided that messages can be relayed|



zone (5km)
Initialization Section under

observation (15km)
Initialization

Entry

Entry

Exit

Exit

zone (5km)

Figure 1: Highway geometry used by the traÆc sim-

ulator of this paper

temporarily stored at moving nodes while waiting for op-
portunities to be sent further. We go about testing this
hypothesis by simulating movement of vehicles on a high-
way, simulating an ad hoc network over the vehicles, and
measuring the performance of the network as traÆc density
decreases.

In Section 2, we describe our simulation environment. In
Section 3, we present and discuss the experimental results.
We present some related work in Section 4, and �nish with
conclusions in Section 5.

2. SIMULATION ENVIRONMENT
Our simulation environment consists of two components.
The �rst is a traÆc microsimulator which produces accu-
rate movement traces of vehicles traveling on a highway.
The second is a network simulator which models transport
of messages among the vehicles.

2.1 Traffic Microsimulator
CORSIM (CORridor SIMulator) which we use in this paper
is a microscopic traÆc simulator developed by the Federal
Highway Administration [3]. CORSIM models behavior of
human drivers by approximating a set of common driver
decisions, such as slowing down or changing the lane in the
vicinity of slower vehicles ahead. These decisions cause the
acceleration and orientation of vehicles to change, resulting
in realistic movement patterns.

There are three inputs to the simulator: a highway geom-
etry, a free-
ow speed, and an input rate. The geometry
in our simulations is very basic|as depicted in Figure 1,
it is a straight highway segment with two directions, each
composed of one or more lanes.

The free-
ow speed parameter is the mean speed that travel-
ers achieve when they move unconstrained by other vehicles
or obstacles. The actual free-
ow speeds assigned to vehicles
are distributed normally around that mean, with a default
standard deviation of 8mph. The free-
ow speed parameter
we used in our simulations was 50mph.

The input rate parameter controls the period at which the
simulator generates new vehicles. At the end of each period,
a new vehicle is placed at one of the entry points indicated
in Figure 1, but only if enough room is available|in case of
congestion, no new vehicles are generated.

# Lanes
Lowest density
(cars/km)

Highest density
(cars/km)

1 3.1 79
2 3.1 172
3 3.2 273
4 3.2 336
5 3.5 325

Table 1: Summary of the highway traces obtained

from CORSIM and used to drive network simula-

tions. Note the lower maximum densities observed

on one- to three-lane highways, due to the highways'

lower total capacity

Vehicles near the entries move in very regular formations,
due to the uniform period at which they are generated. In
order for the vehicles to assume more random positions, we
�rst let them cross 5km initialization zones. Only when
they reach sections under observation are their positions
recorded. Once they leave these sections, vehicles are re-
moved from the simulation.

The output of each simulation is a trace of vehicle positions
taken at one second intervals. All our simulations lasted
300 simulated seconds. We ran a total of 170 simulations,
for highways with one to �ve lanes on each side, and total
input rates varying between 5 and 800 cars per hour. The
average vehicle densities observed in the 170 simulation runs
are summarized in Table 1. For small numbers of lanes,
maximum traÆc densities are constrained by the capacity
of the highway.

2.2 Network Simulator
We simulate a wireless network over vehicles driven by the
traces summarized in Table 1. We assume the wireless de-
vices installed on vehicles all have the same �xed radio range
r. Our simulator omits detailed representation of proto-
col layers and radio propagation; instead, it maintains a
network connectivity graph, and positions and age of the
messages in transit. Messages are propagated greedily each
timestep, by hopping to the neighbor closest to the destina-
tion. This amount of state is suÆcient for the purpose of
�nding the delay due to mobility.

Before moving to the measurements obtained from the sim-
ulator, let us describe two kinds of transmission patterns
in our wireless network that we call pessimistic and opti-

mistic forwarding, which are distinguished by how long the
messages are permitted to stay in intermediate nodes. In
pessimistic forwarding, a message is dropped whenever no
next hop exists for its destination. This is how forwarding
works in most ad hoc network implementations. 1 In opti-
mistic forwarding, messages without next hops may remain
on intermediate nodes for some time, hoping that physical
movement of network nodes eventually creates a forwarding
opportunity. For example, in a geographic routing protocol
such as [9] [10] coupled with optimistic forwarding, messages
would not be dropped, but instead held and then forwarded
greedily as soon as a new neighbor node closer to the des-

1Some on-demand protocols, like DSR or AODV, may bu�er
packets during a route-request or route-repair period.



tination was detected. We now describe how we measured
performance of both of these kinds of forwarding.

Under pessimistic forwarding, we measure the average amount
of time a sender S waits before a direct route to a destina-
tion D becomes available. We obtain this time directly from
the movement traces as half the average duration of network
partitions between S and D, and call it the pessimistic delay.
We note that such delay is a lower bound only observable
in an ideal network with perfect routing information (ei-
ther local or global)|in practice, route computation may
be a�ected by additional factors, such as timing informa-
tion of a particular routing protocol. For example, suppose
the network uses a geographic routing algorithm. Then,
even though a destination D becomes reachable from source
S due to movement of some nodes, the messages from S

will still not reach D until the new topology information is
learned using beaconing between neighbors.

With optimistic forwarding, messages are not dropped, so
we measure the average time messages spend in the network.
We call this quantity the optimistic delay.

3. RESULTS
We now present the experimental results. We begin by de-
scribing the experimental setup, and follow with a set of
three measurements.

3.1 Experimental Setup
For the experiment of this section, we use the following traf-
�c scenario. A single packet is sent by each car entering the
highway. The destination of the packet is chosen to be 10
km away, in the entering car's direction; however, if no such
car happens to be within r of 10km away, then no packet is
sent.

We perform the delay measurements on the highway traces
we have summarized in Table 1, for radio range r = 200m.

3.2 Comparing the Optimistic and Pessimistic
Delays

Figure 2 shows the behavior of measured optimistic and pes-
simistic delay as density of vehicles on the highway increases.
At high densities, both delays are close to zero since the like-
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Figure 3: Optimistic delay on unidirectional and

bidirectional highways with 5 lanes in each direction

lihood that a destination is unreachable is very low. How-
ever, pessimistic delay rises more sharply than optimistic
delay as density falls, indicating that mobility succeeds help-
ing the delivery of optimistic messages. The signi�cance of
this result is in showing that a network taking advantage
of node mobility can operate in lower densities while main-
taining same average delay. For example, according to the
�gure, applications which tolerate 200 seconds of delay can
operate in networks that are half as dense, if messages are
forwarded optimistically.

3.3 Unidirectional and Bidirectional Highways
Figure 3 shows two sets of optimistic delays, measured on
unidirectional and bidirectional highways. The delay at any
given density is lower for bidirectional traÆc, indicating that
the rapid relative motion of vehicles in two directions makes
a signi�cant contribution to reducing message delivery delay.

3.4 Effect of the Number of Lanes
Figure 4 shows the optimistic delays measured on bidirec-
tional highways with 1 to 5 lanes. It is evident that small
numbers of lanes have detrimental e�ect on network per-
formance. With only one lane, inevitably there are slow
vehicles which accumulate tails of followers, and cause the
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Density

#lanes
Low

(50 cars/km)
Medium

(100 cars/km)
High

(150 cars/km)

1 Fail No data No data
2 Fail Fail No data
3 Pass Fail Fail
4 Pass Pass Fail
5 Pass Pass Pass

Table 2: Outcomes of the �2 test for uniform distri-

bution of cars, for a range of densities on highways

with 1 to 5 lanes

distribution of vehicles to become clustered. The likelihood
of network partitions then increases, leading to increased de-
lay. An additional lane creates the possibility for the queued
followers to switch lanes and pass slow cars. However, at
medium densities this may not be possible because both
lanes are occupied|indeed, the plot for a two-lane highway
exhibits an increase in delay for high density values. With
three or more lanes, there is enough freedom of movement
to prevent clustering, leading to lower observed delay.

Intuition tells us that the distribution of cars, when their
movement is uninhibited, should be uniform. In order to
verify this, we tested whether the distribution of intervals
occuring in the traces matches that of intervals in a uni-
formly distributed set of points. Table 2 shows the outcomes
of �2 tests [8] at a 80% level of con�dence. The distribu-
tions become less uniform in two cases: when density of
traÆc grows, causing the vehicles to become more regularly
spaced, or when the number of lanes decreases, and slow
vehicles cause clustering.

Under the assumption that the vehicle distribution is uni-
form, it is possible to develop a simple mathematical analysis
of optimistic and pessimistic delays [2]. According to the �2

test results, such analysis predicts delay more accurately for
highways with more lanes and sparser traÆc.

4. RELATED WORK
The idea of using node mobility to help network performance
has been investigated by some recent work. Briesemeister
and Hommel [1] proposed a multicast protocol for the high-
way environment, and measured the fraction of nodes to
which optimistically forwarded messages were successfully
delivered in a �xed amount of time. In contrast, our work
measures performance as average delay required to traverse
a certain �xed distance.

Further, Li and Rus [11] looked at a scenario in which the
mobile nodes were under their control, so that the trajec-
tories could be modi�ed to reduce delay. Finally, Gross-
glauser and Tse [6] started from a model with random node
movements, and showed that the motion leads to constant
throughput as the network size increases.

5. CONCLUSION
Let us �nish with the following three points. First, we found
that mobility of nodes on the highway improved end-to-end
transmission delay if messages were relayed|that is, if they
were held at intermediate nodes until favorable forwarding

paths appeared. The improvement leads to practical delay
values at smaller traÆc densities than was possible even for
pessimistically forwarded messages, with ideal routing in-
formation. Thus, we conclude that our initial hypothesis is
valid.

Next, the improvement was higher for traÆc scenarios with
more relative movement. There were two sources of rela-
tive movement: traÆc in oposing directions on bidirectional
highways, and multi-lane traÆc within the same direction.

Finally, since the delays measured at low vehicle densities
increase to the order of seconds, such conditions cannot sup-
port delay sensitive applications like interactive multimedia
which require low delay guarantees. However, we believe
there are applications, such as some of the localized appli-
cations which are delay tolerant and are therefore suitable
for this environment.
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