Figure 1: The swipe interface (left), popular with many dating websites, presents users with a picture of a profiled person along with only some brief information. Users indicate their likes or dislikes by swiping the profile right or left. This design encourages quick decision making based on superficial attributes. In our study with a simulated dating website, participants who indicated that they had not intended to use race as a criterion in their decision-making, demonstrated a statistically significant anti-Black bias when interacting with the swipe interface. However, when the information sequence was reversed (right) such that participants first saw answers the profiled person gave to substantive questions of importance to the participant, the racial bias was significantly reduced for those who expressed no explicit racial preference.

ABSTRACT
As dating websites are becoming an essential part of how people meet intimate and romantic partners, it is vital to design these systems to be resistant to, or at least do not amplify, bias and discrimination. Instead, the results of our online experiment with a simulated dating website, demonstrate that popular dating website design choices, such as the user of the swipe interface (swiping in one direction to indicate a like and in the other direction to express a dislike) and match scores, resulted in people racially biases choices even when they explicitly claimed not to have considered race in their decision-making. This bias was significantly reduced when the order of information presentation was reversed such that people first saw substantive profile information related to their explicitly-stated preferences before seeing the profile name and photo. These results indicate that currently-popular design choices amplify people’s implicit biases in their choices of potential romantic partners, but the effects of the implicit biases can be reduced by carefully redesign the dating website interfaces.

CCS CONCEPTS
• Human-centered computing → Empirical studies in interaction design.

KEYWORDS
dating websites, implicit bias

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

CHI '22, April 29-May 5, 2022, New Orleans, LA, USA © 2022 Association for Computing Machinery. ACM ISBN 978-1-4503-9157-3/22/04... $15.00 https://doi.org/10.1145/3491102.3517587

ACM Reference Format:
1 INTRODUCTION

Online dating websites have become vital for many individuals to meet and connect with intimate partners. As of today, 30% of Americans have used dating websites [3]. Over 55% of lesbian, gay and bisexual (LGB) individuals have used dating websites and have met at least one person from a dating website [3]. In 2019, Tinder, a popular dating website, was estimated to have 7.86 million active users [95].

In addition to helping people form relationships in general, dating websites create opportunities for people with distant social backgrounds to connect [74]. As the number of couples who met online increased dramatically after 1990, fewer and fewer couples reported having met through family, grade school connections or friends [49, 84]. The ability to find romantic partners outside of one’s immediate social circles, which online dating sites enable, has been linked to an increase in interracial marriages [49]. Scholars have argued that marriage is a form of power exchange and facilitates social mobility [53, 84]. Thus, the fact that dating websites bring more interracial marriages could potentially bring more social equity [49].

Despite the potential of online dating sites to bridge distant social groups, racial bias and discrimination can limit opportunities for individuals to form connections [13]. Prior studies conducted by dating websites and academics have shown that race is a significant factor for many individuals when making dating decisions online [2, 60, 64]. Inferred from marriage and socialization data, scientists have found that the preference of people in the US for the same race has exceeded their preference for similarity with respect to any other traits [10, 24, 70, 86].

While instances of discrimination and bias in dating happen offline [87], online spaces offer easy-to-use features for people to act on their biases. For example, dating platforms, such as Grindr, have long been criticized for reifying existing discriminatory social practices [47] and biases [23] through features such as racialized filters [92]. Such features were suspected to make users believe that simplified labels of race can justify the priorities of others in sexual or romantic relationships [19]. The founder of Grindr stated that he did not assume the responsibility for existing racial bias manifested on the website [42]. Yet, attempting to take an apolitical stance in design decisions is a political stance that upholds the status-quo [35, 101].

In addition to making it easier for people to act on their explicit biases, dating websites may have amplified the effects of implicit biases as well. Implicit bias is a type of automatic evaluation of a person or a group according to the prior belief about them [31]. When making decisions based on implicit bias, the decision-makers are not aware of the bias, even when the bias is inconsistent with their explicit belief [8]. When individuals make decisions on dating websites, they can inadvertently exhibit negative attitudes toward certain social groups, even when they do not want to discriminate. Dating website matching algorithms may pick up such bias and amplify the users’ attitudes. Prior research in recommendation systems has discovered that recommendation systems homogenize users’ taste [21]. For example, dating websites such as Coffee Meets Bagel still offer racially monotonous profiles even when the users indicate that they have no preference for ethnicity [73]. Interface features such as match scores are intended to evaluate profiles’ potential compatibility better. On the contrary, match scores may exert influence on users differently depending on what race of the profile that they examine because users interpret information based on their existing bias [36, 37].

Because dating websites wield a significant influence on users’ romantic and sexual relationships, designers have the responsibility to reduce, or at least not amplify, the racial biases that are harmful to minorities. We anticipate objections to this claim. If it is unjust to discriminate based on race in dating (which we refer to as sexual racism [9]), then it should also be unjust to discriminate based on physical features, such as attractiveness [99]. We argue that we should not conflate race with attractiveness and should not perpetuate extant racial hierarchy in romantic and sexual relationships. Conflating race with attractiveness ignores the political and structural forces that have shaped sexual racism [12], affirming the discredited notion that race is biologically fixed [65]. For example, one study of gay men showed that 97% of Asian men, 90% of Latino men, and 88% of Black men stated a preference for White men [79]. This pattern of preference for White people, and the exclusion of people of color, is unlikely due to a taste for specific “types” of people. Instead, it is the already existing racial hierarchy that shaped this notion of “hotness” where Whiteness is prioritized [44]. After all, laws and social institutions have not discriminated based on attractiveness but have on race, which is evident in Jim Crow laws, segregation, and slavery [9, 76].

Sexual racism reinforces racial hierarchy in romantic and sexual relationships, and as designers, we should not uphold it. For example, sexual racism can risk the physical and mental health of excluded people, reinforcing the social disadvantage that minorities already have. Minority men are stereotyped as submissive, and often assume the receptive role of anal sex because of the assumed sexual roles, elevating their risk of HIV and other sexually transmitted infections [7, 9, 43, 100]). Social spaces of people of color and White people are further segregated because sexual racism posts limits on the availability of intimate partners [45]. Thus, sexual racism, when reinforcing racial hierarchy and stereotypes, is not just a personal preference similar to preference over specific physical attraction, but an issue of justice [9]. If one agrees that designers should evaluate whether their designs contribute to racism in general, they should also consider whether their designs contribute to sexual racism.

However, some forms of racial preference that do not contribute to extant social hierarchy can be considered less problematic. Minority people who prefer to date minorities generally do not have racist motives and thus do not reinforce social stigmas. For example, a Black person who prefers Black people in dating challenges the social norm that Whiteness is considered more attractive [9]. Some Black people also prefer to date Black people because they want to avoid racism from the people of other races [61]. On the contrary, racial preference for White people usually implies the racist exclusion of minorities, which is evident in the blatantly racist language used to voice their preferences. For example, many of these open declarations on the dating profiles include racially charged comments such as “I block more Asians than the great wall of China,” and “How many times do I have to tell Black guys that I don’t like chocolate?” [45]. Additionally, prior research has found...
an association between the tolerance of sexual racism and racist attitudes in general [19]. For some, racial "preference" is a veil for racist views.

We examined how the design of a simulated dating website impacted participants’ implicit anti-Black bias. We treated the anti-Black bias as an example of anti-minority biases on dating websites. We do not wish to flatten the harmful biases that all minorities face on dating websites because biases that the minorities experience can differ drastically in nature. For example, Asian men are often emasculated on dating websites and considered asexual [58, 60, 78], while Asian women are subjected to fetishization [90]. However, our study’s contribution on anti-Black bias can generalize to other biased decision-making against minority races influenced by implicit racial bias on dating websites. These biases share the same unconscious processes that we tackle.

We conducted a dating website simulation experiment (total n = 1907) to investigate the biased decision-making in two specific dating website designs — the swipe interface and swipe + match scores interface. The swipe interface is internationally used in multiple dating websites, including Tinder, Tantan, and Bumble [15, 96, 98]. It allows users to quickly judge user profiles by swiping left to indicate a dislike and right to like. Match scores are prediction metrics generated from user profiles and were used by dating apps such as OkCupid [59] to help users choose partners based on calculated compatibility. These interfaces overemphasize the effects of images and encourages quick decision making based on superficial attributes. As a result, implicit racial bias can influence decision-making. In our experiment, we found that users still made racially-biased dating decisions, even when they explicitly indicated that they did not care about race. We reduced the biased decision-making by reversing the order of information on the dating profile so that the profile picture was shown last. We call this interface the reversed sequence interface. We also experimented with the update interface, where we asked users to remake their decision in light of new information. In prior work, this intervention resulted in improved decision-making [14, 37, 63] presumably by making people less vulnerable to cognitive biases [14]. However, neither the update interface nor the interface that combined the update and reversed sequence designs reduced biased decision-making in our experiment.

In summary, the contributions of our work are:

• We found that people made racially-biased dating decisions using dating interfaces based on the swipe interaction even when they said that they did not have an explicit racial preference.
• We found that reversing the sequence of information to show race-revealing information (such as profile picture and name) at the end resulted in less biased decisions for individuals who said that they had no explicit racial preferences.

2 RELATED WORK

2.1 Dating website that shapes desires

Some argue that designers should keep a “neutral” position when designing dating platforms, as these platforms concern private and intimate matters. However, it is almost impossible for these platforms to maintain a neutral stance. Dating websites wield immense power in shaping individuals’ desires. In his “Do artifacts have politics?” [101] essay, Winner argued that specific properties of technologies are intractably connected to power and authority. For example, harnessing nuclear power requires centralized planning, while utilizing solar power decentralizes power production and consumption to individuals. Like other types of technology, dating websites underlie specific power dynamics and shape how users interact with their environment. When users from less privileged positions backgrounds interact with such a system, they conform to the power dynamics that dating websites orchestrate [47]. This section provides evidence for how dating apps have shaped our desires both to promote social justice and to reinforce stigma and discrimination.

Hutson et al. [52] identified several intimate platform design features that shape our desires based on race and other protected attributes. Depending on one’s criterion, dating websites offer filters and search tools that select users based on their sexual orientation, gender, age, and other attributes to provide access to potential partners. Users voluntarily fill in their information based on these selectors. Some selectors seem to be innocuous, such as age or location. Other selectors such as race, ethnicity, and HIV status can legitimize discrimination [52, 68]. These filtering designs grant users agencies to include or exclude profiles based on features that historically were used as the basis of discrimination [91], and therefore jeopardizing the benefit of bridging socially distant groups [74].

Dating websites also shape users’ desires with matching algorithms, which pair users with “ideal” partners. However, there is no strong evidence showing that matching algorithms help find potential partners [29]. It is hard for machine learning algorithms to predict the romantic compatibility between individuals [55]. While the benefits of these algorithms are still unclear, some discriminating side effects have been documented. Dating websites such as Tinder [97] often claim that their matching algorithms are “racially blind”, and therefore fair in terms of distributing dating opportunities across different races. However, algorithms that allocate resources in a racially blind way only reproduce existing social biases [46]. For example, Coffee Meets Bagel, a dating website, recommended users with profiles of the same race, even when users did not explicitly indicate that they had a racial preference [73]. In this case, algorithms create a feedback loop that homogenizes user behaviors because optimizations are conducted on the data of users who have already been influenced by the system [21]. Even in an ideal and unattainable reality where algorithms are perfect and bias-free, human factors mislead these matching systems. Previous research suggests that people filter information to match their bias, even when such information is helpful in decision-making. Green and Chen [36, 37] found that risk assessment scores paired with a recidivism estimation interface lead to systemic discrimination against Black defendants because higher scores of Black defendants exert more substantial influence on users who are evaluating Black defendants. People may interpret these scores differently based on their prior bias, whether it is recommendations on dating websites or risk scores in a recidivism prediction.

Dating websites occasionally make design decisions that can benefit social equality. For example, after months of Black Lives Matter protests, Grindr finally pledged to remove its race filter from its app [51]. Other platforms started to explore alternative ways for
categorizations. For example, the Japanese dating app 9Monsters groups users into nine types of “Monsters” [1]. Although these monsters correspond to weights and height, this categorization offered an alternative to attributes such as race and ethnicity. Many dating websites have actively encouraged users to reflect critically on their biased desires. Grindr launched Grindr for Equality (G4E) campaign to educate and empower the community with respect to the equality issues [40]. Other dating websites started to include community guidelines that address racism and anti-social behaviors [52]. Bumble tries to empower women by only allowing women to message first to reduce harassment online [15]. DaddyHunt, a dating app for sexual minority men, addresses the stigma of people living with HIV by allowing users to have a badge that states “open to dating with someone with any [HIV] status.” [5, 68]

This evidence of dating site interfaces shaping people’s desires challenges the assumption that dating websites should keep a “neutral” stance in designing for intimacy. Instead, remaining neutral in developing technology only conserves existing social dynamics [35], including social stigma and oppressive structures. Thus, designers should actively consider if their designs create social inequalities and mitigate them.

### 2.2 Implicit bias

Essential to social psychology is the question of how people are evaluated. Among the different aspects of personal judgment, stereotyping uses the belief about a social group to make judgments about the individuals of the group. Stereotyping reduces the complexity of making personal judgments and serves as an essential social function [39]. It is also crucial to spontaneous discriminatory behaviors such as implicit bias [30, 39, 71]. Prior research on implicit bias has shown that this process is largely unconscious. It can influence one’s judgment without the person’s awareness of the influence [8, 25, 26, 38, 39].

Implicit bias shows striking effects towards the members of socially stigmatized groups, such as African Americans [62, 81, 82], women and the LGBTQ community [48, 69]. These biased attitudes can be defined partially by the attitude that resides outside of conscious awareness [89]. For example, the attitudes and the behaviors of the health providers have been identified as one of the leading factors of health disparities for people of color [41, 72].

Even when the explicit attitudes are modified, implicit bias towards people of color still remains and causes differences. Thus, when clinicians express an explicit desire to provide equitable care, the unintentional implicit bias can still increase health disparities [11].

Studies have demonstrated the importance of information first available in forming first impressions. Asch [6] showed that the early information shaped an individual’s perception of other details. Ratings on other people become more favorable after the evaluators are presented with a list of words that started with high favorability than when they are presented with a list of words that began with low favorability [4, 6]. When new data inconsistent with this impression is presented, people attempt to rationalize inconsistencies by ignoring the new information [83]. Studies showed that people activate implicit bias subconsciously even when they simply imagine an individual in stereotyped groups [26, 27]. The dating website designs, like the swipe interface, that show the picture of a profile at a salient place likely encourage decisions influenced by the profiled person’s race rather than other attributes that the user explicitly indicated as relevant. During the brief time that the users interact with a profile, they have already triggered their implicit bias. We argue that when first presented with a profile picture, the users already form biased first impressions based on the traits of the pictures, such as race, skin color, name, or perceived age.

Human decision-making that over-relies on heuristic processing of information also introduces bias [57, 88]. In the case of dating websites, the swipe interface encourages decision-making based on quick heuristics, which is potentially affected by implicit bias. Thus, one can design the interface to disrupt heuristic processing of information and encourage the users to emphasize deliberate judgments rather than implicit bias. Prior work in human-AI collaboration [14, 37] and diagnostic reasoning [63] has explored cognitive forcing functions to mitigate overreliance on heuristic thinking. One version of cognitive forcing functions, the update design, has been shown to be particularly useful in reducing users’ reliance on heuristics. Update intervention asks the users to make another decision in light of new information.

### 3 EXPERIMENT

#### 3.1 Overview

Because the profile image is the most salient feature in the typical implementations of the swipe interface and because it encourages quick decision-making, we hypothesize that people’s choices will be influenced by their implicit racial attitudes even when they explicitly do not care about race in dating.

To mitigate the impact of implicit attitudes and to help people make decisions more closely aligned with their explicit preferences, we hypothesized that first showing people information that they explicitly identified as important for making their partner selections (e.g., answers to questions like “Do you like to go hunting?”) instead of profile pictures and names would reduce the effects of race-related implicit bias. We call this the reversed sequence design.

Further, interventions that disrupt heuristic processing of information and encourage more deliberate information processing should also result in decisions more aligned with explicit preferences rather than with the implicit attitudes. We tested one such intervention where people were first shown the the profile and asked to decide. Only then were they shown the system-computed match score and offered a chance to revise their decision. We call this the update design. The update design has been previously shown to be successful in reducing over-reliance in AI-assisted decision-making, presumably by encouraging deeper analysis in situations where the person’s initial decision and the system-provided information were at odds [14] (though later research suggested that this design might not lead to more analytical processing of information after all [32]).

In summary, our hypotheses include:

- **H1**: Users make racially-biased decisions when using dating interfaces based on the swipe interaction even when they do not have an explicit racial preference.
- **H2**: Reversing the sequence of information to show race-revealing information (such as profile picture and name) at the end will result in less biased decisions.
• H3: Asking the participants to make their own initial decision before seeing the match score will result in less biased decisions.
• H4: Reversing the order of information and asking the participants to make their own initial decision before seeing the match score will result in less biased decisions.

3.2 Procedure
The study was conducted on LabintheWild.org [80], a crowd-sourcing platform where participants voluntarily access the study in exchange for feedback on how they performed in the study. Participants on LabintheWild do not receive monetary compensation. Results of several validation studies performed on LabintheWild and other similar platforms indicate that results obtained from unpaid online volunteers generally match those obtained in supervised laboratory settings [33, 50, 66, 67, 80].

The study was open to anyone. Because the study could be accessed by minors, we advertised it with a slogan “Who’s your best friend?” Upon entering the study, participants were asked immediately to indicate how old they were. Participants under 18 continued with a version of the study that was about identifying traits of a best friend. Results from that version of the study are not included in this manuscript. Participants who were 18 or older transitioned to the slogan “Who’s your ideal date?”. This version of the experiment is described in this manuscript.

Participants were presented with an informed consent before starting the main part of the study, described below.

3.3 Task description
We first asked the participants to (1) respond to a demographic survey, (2) answer what gender of profiles that they wanted to examine, (3) answer check-in questions, (4) do the dating simulation tasks, (5) answer the check-out questions and (6) view a debrief about what check-in questions they valued the most and the racial composition of their preferences. We designed the task to simulate typical interactions on popular dating websites, with slight variations in interface designs. Below, we explain the tasks in more detail.

3.3.1 Demographic survey. We asked the participants’ gender, age, and ethnicity in the demographic survey. We included an attention check question in this survey.

3.3.2 Gender of the profiles. Participants were asked “For the purpose of this study, what kind of profiles do you want to examine?”, and were given “men” or “women” as options. In the profile interaction part, the participants would only see the profiles of the gender that they selected here.

3.3.3 Check-in questions. Participants were asked questions adapted from OkCupid’s check-in questions [59]. These questions surveyed participants about what they expected their ideal partners would answer. These questions include, for example: “Do you enjoy outdoor activities such as camping, hiking or fishing?” The participants had three options for these questions: yes, no, or not important. For ease of reference in this paper, we denote the questions that were answered “yes” or “no” as important questions, and the questions answered “not important” as unimportant questions. The participants could proceed only if they answered at least 10 important questions and at least 10 unimportant questions. These questions and answers were later used in the profiles that the participants interacted with. The participants should have interpreted the answers to the important questions as the explicit standard of how much a profile matches them. A sample interface of the check-in questions is shown in Figure 2.

3.3.4 Dating simulation task. After answering the check-in questions, the participants were asked to interact with fictitious profiles. Participants were shown instructions on how to interact with the profiles according to their assigned interface. Each participant interacted with profiles of 3 races: 5 Asian, 5 Black and 5 White profiles. We focus on anti-Black bias in this study, but we included Asian profiles so that participants would not quickly notice that the study is about race. In addition, participants from all of these three groups would feel welcomed to the study. We would add more races to the dating profile pool if we could, but the images dataset that we utilized only provided three races [75]. Each of the profiles contained a profile picture, name, and profile description.

We generated the profile pools randomly by matching profile pictures, names, and profile descriptions. We selected the names of the profiles to imply the profiles’ races. We sampled the profile pictures through GANFaces, a dataset of face images generated by Generative-adversarial Networks [75]. We sampled these faces by hand such that the facial expressions, background color, and camera angles were similar. To mitigate the effect of attractiveness, we asked workers on Amazon Mechanical Turk to evaluate the
We designed a dating simulation task with five interfaces (swipe, whether they made their choices based on race. The exact question the participants should interpret the match score as how much a interface except that it also showed the match score next to the message notified them of the match score of the profile. Then the interface. After participants made their initial decision, a pop up presentation in this first interaction was identical to the swipe acted with the profiles without seeing the match scores. The profile See figure 3 for the visual designs of the interfaces.

3.4 Interfaces
We designed a dating simulation task with five interfaces (swipe, swipe + match score, update, reversed sequence, and combined). See figure 3 for the visual designs of the interfaces.

swipe: participants liked or disliked by clicking the buttons or swiped accordingly, similar to most of the popular dating websites. By clicking on "View More", participants could examine the whole profile descriptions in an expanded view.

swipe + match score: this interface was identical to the swipe interface except that it also showed the match score next to the profiled person’s name.

update: The participants with the update interface first interacted with the profiles without seeing the match scores. The profile presentation in this first interaction was identical to the swipe interface. After participants made their initial decision, a pop up message notified them of the match score of the profile. Then the participants made their decision again. This specific intervention and the text were adapted from Green et al. [37].

reversed sequence: The participants in the reversed sequence interface first viewed the profile descriptions and then the profile pictures instead of vice versa.

combined: This interface is the combined interface of update and reversed sequence, where the users viewed the reversed order of information and had the chance to update their decision after seeing the match scores.

3.5 Participants
A total of 2534 participants finished the study. 91 participants who liked all profiles or disliked all profiles were removed. We removed 102 participants who did not answer the attention check questions correctly. We removed 224 participants who indicated that they had cheated or faced technical problems during the test. Some of the comments for the participants who have cheated or idled included: "I accidentally answered a bunch of questions without reading them", "I clicked the wrong button by accident a few times". We removed 28 participants finishing the task outside of the 95% quartile in terms of the time spent on the tasks. We only considered participants who indicated binary genders because we did not have representative gender identities in our dataset to analyze non-binary participants. We were left with 1907 participants. There were 987 men (of which 402 were looking for men and 587 were looking for women), 920 women (of which 633 were looking for men and 287 were looking for women), 1338 participants indicated that race was not a factor in dating. The other 569 participants indicated that race was a factor. Among these participants, most of them (1051) never used dating websites. 446 participants used dating websites several times per month. 97 participants used dating websites once a week. 208 participants users used dating websites a few times a week. 105 participants used dating websites daily.

3.5.1 Participants demographics compared to dating website demographics. We wanted to compare the demographics of dating website users to our participants. We obtained the proportion of US residents of a particular demographic group using dating websites from the the survey by Pew Institute [20]. We obtained the proportion of different demographics (gender, age and race) in the US population from the 2011 US Census data [16]. We then used the Bayes’ theorem to compute what fraction of all dating website users belonged to which demographic group. Because different dating websites target different demographics, this estimate is designed to capture the overall demographics of people using dating websites rather than the demographics of any specific dating website. In table 1, a comparison of our user demographics shows that our participant pool generally represents the young, mostly White and slightly more men demographics of dating website users. In our study, participants (the median is 25–34) are generally younger than the dating website demographics (the median is 35–44). We have more women participating in the study, and more Black participants than the users of dating websites.

3.6 Approvals
This research has been reviewed and approved by the Internal Review Board at Harvard University, protocol number IRB20-1308.
### 3.7 Design and Analysis

The study was a between-subjects study with one factor, the interface, with up to 5 levels: swipe, swipe + match score, update, reversed sequence, and combined. Because our preliminary analyses (Section 4.1) showed no statistically significant differences between swipe and swipe + match score interfaces, in subsequent analyses we modeled them together as a single factor level: baseline interface.

We used the following measures as dependent variables in our analyses:

- **Bias.** This variable captured the bias in favor of White profiles compared to Black profiles. We computed bias by pairing participants’ responses to Black and White profiles with identical scores (i.e., profiles that should be equally attractive given their explicitly stated preferences). For each such pairing of profiles, the Bias was 1 if the participant chose the White profile but not the Black profile. The Bias was -1 if the participant chose the Black profile but not the White one. If the participant made the same choice for the two profiles, the Bias was 0.
- **Time spent.** The time that participants spent on a profile.
- **Details viewed.** Whether the participants have toggled open each profile.

We also captured the following information for use as covariates in some analyses:

---

#### Baseline interfaces

<table>
<thead>
<tr>
<th>Baseline interfaces</th>
<th>Reversed sequence interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swipe</td>
<td>Profile picture appeared at the end of the profile.</td>
</tr>
<tr>
<td>Swipe + match score</td>
<td>Scroll down</td>
</tr>
<tr>
<td>Profile expanded after clicking “View More”.</td>
<td></td>
</tr>
</tbody>
</table>

#### Update interface

<table>
<thead>
<tr>
<th>Update interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>A modal showing the match score showed up after the participants decided. Then the participants made a decision again on the same profile.</td>
</tr>
</tbody>
</table>

#### Combined interface

<table>
<thead>
<tr>
<th>Combined interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>The sequence of the information was reversed in the profile. Like in the update interface, participants made new decisions based on the match score.</td>
</tr>
</tbody>
</table>

Figure 3: Baseline interfaces: Baseline interface contained the swipe interface the swipe + match score interface. The swipe interface contains the name, the profile picture, the like button, and the dislike button. The swipe + match score interface also displays the match score. The match score is the ratio of the 10 questions that are important questions on which the participants agreed. The users can swipe left or right to indicate like or dislike. After participants clicked on "view more", the important questions were shown first, while the other questions were shown later. In our preliminary analysis, we did not find a significant difference in bias exhibited by participants who interacted with the swipe interface and swipe + match score interface. We treat the results from these two interfaces as a single interface, which we refer to as the Baseline interface.

Update interface: participants first made decisions without seeing the match scores. Afterward, participants saw a prompt with the match score of the profile and made their decisions again. The second decision will be their final decision on the profile. Reversed sequence interface: the profile descriptions were shown first in the profile rather than the profile image and names. After participants opened a profile and scrolled down, they saw the profile image and the name of the profiles after the profile descriptions. Combined interface: participants see a reversed order of information, made their initial decision and then update their decisions after they see match scores.
Table 1: A comparison of participant demographics and the estimates of actual dating website users’ demographics. Dating website demographics data on ethnicities other than White or Black is missing from the dating website demographics. Therefore, the probabilities in the race rows are normalized by Black + White. This table indicates that there are more women, more Black participants in our study than among the users of actual dating websites. Our participants are also younger on average.

<table>
<thead>
<tr>
<th>Study participants</th>
<th>Dating website users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0.517</td>
</tr>
<tr>
<td>Women</td>
<td>0.483</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>0.730</td>
</tr>
<tr>
<td>Black</td>
<td>0.270</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>0.417</td>
</tr>
<tr>
<td>25-34</td>
<td>0.348</td>
</tr>
<tr>
<td>35-44</td>
<td>0.141</td>
</tr>
<tr>
<td>45-54</td>
<td>0.065</td>
</tr>
<tr>
<td>55-64</td>
<td>0.021</td>
</tr>
<tr>
<td>65+</td>
<td>0.008</td>
</tr>
</tbody>
</table>

• **Score** (20%, 40%, 60%, 80% or 100%) captured the percentage of the 10 questions in a profile that the participant earlier indicated were important to them (and on which the participant and the profile agreed). Score was modeled as a continuous variable.

• **Participant gender** (man or woman).

• **Profile gender** (man or woman) captured the gender of the profiles a participant chose to view.

• **Participant sexuality** (men looking for men, men looking for women, women looking for men, women looking for women). Participant sexuality was modeled as an interaction between participant gender and the profile gender.

Because our data were not normally distributed, we used ordinal logistic regression for most analyses. We modeled participant as a random effect because we had multiple observations per participant (one for each score level).

We reported odds ratios (OR) [93] to help in interpretation of the model parameter estimates. Notice that $OR = \exp(\beta)$, where $\beta$ is the parameter estimate of the model. OR greater than 1 indicate a positive effect, while OR smaller than 1 indicate a negative effect. OR can be interpreted as effect sizes similar to Cohen’s $d$ [77]. Values between 1.5 and 3 (or between 0.33 and 0.66) are interpreted as a small effect, between 3 and 5 (or between 0.2 and 0.33) as medium, and above 5 (or below 0.2) as large [22, 77, 93].

Because there is evidence that people of different genders and sexuality exhibit different racial bias in selecting intimate partners [28, 34, 54], we included these attributes in our models.

A participant’s race is also likely to be associated with their choices. However, because a large fraction (24%) did not report their race and because some races were sparsely represented in our data (e.g., only 0.5% identified as Pacific Islanders compared to 44.4% who identified as White; see Table 2), we decided not to include race directly in our analysis.

4 RESULTS

Except where explicitly stated otherwise, all results pertain to participants who indicated that race was not important in their decisions.

4.1 Preliminary Analyses

First, we checked if there were significant differences in bias exhibited by participants who interacted with the swipe interface and those who interacted with the swipe + match score interface. We computed two models to analyze the impact of these interfaces (Table 4). An analysis on the goodness of fit found a significant difference between the two models ($\\chi^2(4, 2460) = 11.72, p = 0.02$). In the first model, we included participant gender (both as a main effect and as an interaction term with the interface design). In the second model, we included both participant gender and sexuality, which we modeled as an interaction between participant gender and profile gender. We observed no significant association between interface and bias in either model ($OR = 1.03, Z = 0.21, n.s.$ in the first model, and $OR = 0.96, Z = −0.183, n.s.$ in the second). Consequently, in subsequent analyses, we combined the swipe and swipe + match score interfaces into one baseline interface.

4.2 People using the swipe interfaces made biased choices

On average, people using the baseline interfaces (i.e., the swipe or the swipe + match score interfaces) demonstrated a statistically significant anti-Black bias ($M = 0.043, SD = 0.31, 1$-sample Wilcoxon signed-rank test $Z = −2.65, p = 0.0081$). Specifically, given a pair of profiles with identical match scores, participants on average chose the White profile but not the Black one 25.27% of the time, the Black profile but not the White 15.13% of the time, and treated both profiles equally (i.e., both chosen or both rejected) 59.50% of the time. This result supports Hypothesis 1.

4.3 Reversing information order helped people make less biased choices

We computed two models to analyze the impact of interface designs on the bias in participants’ choices (Table 5). There was no statistically significant difference in the goodness of fit between the two models ($\\chi^2(8, 6690) = 3.2403, p = 0.356$). In the first model, we included participant gender (both as a main effect and as an interaction term with the interface designs). In the second model, we also included participant sexuality, which we modeled as an interaction between participant gender and profile gender. In both models, we observed a very small but significant main effect of reversing information order ($OR = 0.78, Z = −3.26, p = 0.018$ in the first model, and $OR = 0.69, Z = −2.20, p = 0.028$ in the second model). On average, the bias for the baseline interfaces was $M = 0.043, SD = 0.31$, while the bias in the reversed sequence interface was $M = 0.012, SD = 0.28$ (Table 3). In both models, we observed a significant main effect of gender, with women making slightly but significantly less biased choices than men ($OR = 0.78, Z = −3.62, p = 0.0003$ in
Table 2: Participants breakdown by demographics and interfaces. MENA: Middle Eastern and North African. Other/ No answer: this category includes people who self-described as categories other than the categories that we have in the survey and people who declined to answer this question.

<table>
<thead>
<tr>
<th>Interfaces</th>
<th>Asian</th>
<th>Black</th>
<th>Latino</th>
<th>MENA</th>
<th>Native American</th>
<th>Other/ No answer</th>
<th>Pacific Islander</th>
<th>White</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>swipe + match score</td>
<td>39</td>
<td>56</td>
<td>25</td>
<td>1</td>
<td>1</td>
<td>88</td>
<td>3</td>
<td>148</td>
<td>361</td>
</tr>
<tr>
<td>swipe</td>
<td>28</td>
<td>56</td>
<td>19</td>
<td>1</td>
<td>3</td>
<td>74</td>
<td>3</td>
<td>160</td>
<td>344</td>
</tr>
<tr>
<td>reversed</td>
<td>48</td>
<td>100</td>
<td>29</td>
<td>4</td>
<td>3</td>
<td>149</td>
<td>2</td>
<td>262</td>
<td>597</td>
</tr>
<tr>
<td>update</td>
<td>27</td>
<td>53</td>
<td>21</td>
<td>1</td>
<td>5</td>
<td>75</td>
<td>1</td>
<td>133</td>
<td>316</td>
</tr>
<tr>
<td>combined</td>
<td>22</td>
<td>49</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>57</td>
<td>1</td>
<td>144</td>
<td>289</td>
</tr>
<tr>
<td>Total</td>
<td>164</td>
<td>314</td>
<td>107</td>
<td>9</td>
<td>13</td>
<td>443</td>
<td>10</td>
<td>847</td>
<td>1907</td>
</tr>
</tbody>
</table>

Table 3: Summary statistics: Bias exhibited by participants who said that race was not an important factor in their decisions, aggregated by interface and participant gender and sexuality. SD: standard deviation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>baseline</th>
<th>reversed</th>
<th>update</th>
<th>combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.04(0.31)</td>
<td>0.01(0.28)</td>
<td>0.02(0.27)</td>
<td>0.04(0.27)</td>
</tr>
<tr>
<td>Man</td>
<td>0.09(0.32)</td>
<td>0.03(0.29)</td>
<td>0.05(0.26)</td>
<td>0.06(0.29)</td>
</tr>
<tr>
<td>Woman</td>
<td>0.00(0.30)</td>
<td>0.00(0.27)</td>
<td>0.00(0.28)</td>
<td>0.01(0.25)</td>
</tr>
<tr>
<td>Men looking for men</td>
<td>0.11(0.34)</td>
<td>0.01(0.30)</td>
<td>0.04(0.30)</td>
<td>0.07(0.28)</td>
</tr>
<tr>
<td>Men looking for women</td>
<td>0.08(0.31)</td>
<td>0.03(0.28)</td>
<td>0.06(0.22)</td>
<td>0.06(0.29)</td>
</tr>
<tr>
<td>Women looking for men</td>
<td>0.04(0.28)</td>
<td>0.01(0.29)</td>
<td>0.03(0.28)</td>
<td>0.04(0.25)</td>
</tr>
<tr>
<td>Women looking for women</td>
<td>-0.07(0.31)</td>
<td>-0.03(0.22)</td>
<td>-0.06(0.26)</td>
<td>-0.05(0.24)</td>
</tr>
</tbody>
</table>

Table 4: The model assessing whether showing match score had an effect on the participants who said that race was not an important factor in their decisions. We did not find a significant impact of showing the match scores. The reference level for interface is swipe. *p < .05, **p < .01, ***p < .001.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model 1: OR (95% CI)</th>
<th>Model 2: OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>interface: swipe + match score</td>
<td>1.03 (0.78, 1.37)</td>
<td>0.96 (0.61, 1.5)</td>
</tr>
<tr>
<td>participant gender: woman</td>
<td>0.75 * (0.56, 0.99)</td>
<td>0.83 (0.56, 1.23)</td>
</tr>
<tr>
<td>profile gender: women score</td>
<td>0.99 (0.97, 1.02)</td>
<td>0.99 (0.97, 1.02)</td>
</tr>
<tr>
<td>participant gender: woman * profile gender: women</td>
<td>0.64 (0.36, 1.14)</td>
<td>0.85 (0.49, 1.48)</td>
</tr>
<tr>
<td>interface: match score*participant gender: woman</td>
<td>0.92 (0.62, 1.36)</td>
<td>1.14 (0.64, 2.02)</td>
</tr>
<tr>
<td>interface: match score * profile gender: women</td>
<td>1.4 (0.63, 3.1)</td>
<td>1.4 (0.63, 3.1)</td>
</tr>
</tbody>
</table>

the first model, and OR = 0.75, Z = –2.04, p = 0.042 in the second model.

In the first model, we observed a marginal interaction effect between reversing information sequence and participant gender (OR = 1.27, Z = –1.76, p = 0.078), indicating that the behavior of men and women may be affected differently by this design. Indeed, in the follow up analyses separated by participant gender (Table 6) we observed a significant main effect of reversing information order for men (OR = 0.78, Z = –2.294, p = 0.022) but not for women (OR = 1, Z = 0.043, n.s.). This difference in impact can be explained in part by the fact that, as shown in Table 3, women in baseline interface condition exhibited no bias on average (M = 0, SD = 0.3). These results support Hypothesis 2, but not 3 or 4.

4.4 Additional analysis

Participants who indicated that race was important in their decisions demonstrated statistically significant bias when using baseline interfaces (M = 0.23, SD = 0.45, signed-rank test Z = –3.89, p = 0.0001). We analyzed the effects of the interventions on the people who said that they cared about race in dating. As expected, the interventions do not affect the participants who explicitly considered race in their decisions (Table 7).

4.5 Behavioral data when bias was reduced

We analyzed the behavior data, such as time spent on each profile or whether participants opened a profile, to explore evidence indicating why sequence intervention was effective for people who...
Table 5: The ordered mixed model for participants said that race was not an important factor in their decisions. We compared two models. In the first model, we considered participant gender. In the second model, we considered participant gender and participant sexuality, which we modeled as an interaction between participant gender and profile gender. There was no significant difference between the two models in terms of model fit. Overall, the reversed sequence interface reduced bias in both models. We also observed a marginal interaction effect between the reversed sequence intervention and the gender of the participant \((p = 0.09)\) in the simpler model. The reference level for interface is baseline.  \(^* p < .05, ** p < .01, *** p < .001.\)

Table 6: The ordered mixed models for men and women who said that race was not an important factor in their decisions. The reversed sequence intervention was effective for men, but not for women. The reference level for interface is baseline interfaces. \(^* p < .05, ** p < .01, *** p < .001.\)

Table 7: The ordered mixed model for participants who said that race was an important factor in their decisions. Because they showed explicit bias, none of the interventions have an effect on these participants. The reference level for interface is baseline interfaces. There is no effects of \(^* p < .05, ** p < .01, *** p < .001.\) Odds ratio \(= \exp(\beta).\)

We compared the difference in the percentages of White and Black profiles that the participants toggled open. Over half of the participants opened the profiles equally in both baseline and reversed sequence interfaces \((Mdn = 0\) for both interfaces), so we report means instead of medians. Participants opened the profiles of the Black and White profiles more equally in the reversed sequence \((M = -0.002, SD = 0.12)\) interface than in the baseline interfaces \((M = 0.022, SD = 0.14)\). This difference is significant \((Z = -2.44, p = 0.015)\).

Additionally, participants were more likely to pick Black profiles in the reversed sequence interface \((M = 0.65, SD = 0.12)\) than in the baseline interfaces \((M = 0.58, SD = 0.14)\). This difference in the fraction of likes that Black profiles get in control versus in reversed sequence condition is significant: \(Z = -3.719, p = < 0.0001\). White
The racism that different minority groups face differs depending on Through a study using a dating website simulation, we showed that this result can potentially explain why matching algorithms still its effectiveness in some human-AI collaboration settings. The up-
teraction can help reduce other race-related biased decision-making, long as implicit racial bias influences the decision-making. Thus, the current dating website designs is not neutral, as it preserves the racial biases embedded in our society. A seemingly helpful feature like match scores, which are meant to inform the user how well the profiled person matches their explicit preferences, did not reduce the impact of implicit bias on people’s choices. We hypothesize that users’ implicit preferences will be forwarded to downstream tasks such as profile recommendations based on these results. Then algorithms may recommend racially-biased profiles even when the users explicitly indicate that they do not have a racial preference. This result can potentially explain why matching algorithms still recommended users racially similar profiles on Coffee Meets Bagel, even when users did not explicitly indicated that they had a preference in race.

Our results showed that a different interface design significantly reduced anti-Black bias in the decisions made by participants who said that race was not a factor in their decision making. In this alternative reversed information order design, people first saw the information related to the attributes they explicitly identified as important and only then saw race-related information (such as profile picture and name). When using this interface, participants spent more time viewing each profile compared to the standard swipe interface. Moreover, participants opened profiles more equally, giving Black and White profiles equal chances of close examination. As expected, this intervention only reduced biased decision-making of people who said that race was not an important factor in their decisions.

We only demonstrated the effects of the reversed sequence intervention on the anti-Black bias rather than other anti-minority biases. The racism that different minority groups face differs depending on the context, and it is impossible to enumerate all kinds of implicit biases against minorities. However, we postulate that this intervention can help reduce other race-related biased decision-making, as long as implicit racial bias influences the decision-making.

We currently do not have evidence that update interface (where people first make a decision using the swipe interface and only then are presented with the match score and given a chance to revise their decision) is useful in reducing biased decision-making, despite its effectiveness in some human-AI collaboration settings. The update interface may tackle cognitive biases different from implicit bias. In addition, tasks in human-AI collaboration generally have a correct answer. Users are highly motivated to answer correctly, so the update intervention encourages people to think analytically. However, there is no “correct” decision on the dating websites, and people are less motivated to reconstruct their biased choices.

We also found that a combination of update interface and reversed sequence interface did not reduce bias. Prior research shows that effortful decision-making only occurs when motivations and cognitive capacities are present [88]. For example, several studies have shown that increased cognitive load contributes to racially biased clinical decision-making [17, 18, 56]. Perhaps the combination of the two interventions made the task too cognitively demanding or so tedious that participants lost their motivation for the task.

Additionally, we propose that the reversed sequence intervention can be generalized into designs other than simply reversing the order of information presented, as long as the interface does not immediately show the profile’s race. Dating interfaces can first present images that have no salient racial information, such as images of hobbies or photography portfolios. The interfaces can also be designed such that users have to maintain conversations before seeing each others’ profile pictures. For example, Taffy [94] is a dating website that prioritizes chat over appearance. On Taffy, users can only see other users’ profile pictures after meaningful conversations. Although Taffy focuses on reducing the effects of the appearance of a user rather than race, their interface showed a different and viable implementation of the reversed sequence intervention.

Although these alternative interfaces, such as the reversed sequence intervention, can decrease biased behaviors, they can also sacrifice the users’ engagement because swiping images is more entertaining than reading text. Prior studies that used the update intervention also raised similar concerns that adding friction to the human-AI interaction in real-life systems may interrupt user experience [14]. Buçinca et al, suggested adaptively deploying such interventions by predicting when and where the deployment of the intervention will yield the optimal improvement [14]. Designers may need to accurately model users’ implicit biases and deploy the reversed sequence intervention accordingly on dating websites.

One limitation of our work is that our participant demographics do not align completely with the dating website demographics. We have participants more diverse than the dating websites in real life. For example, a larger fraction of women and Black participants participated in our study than use dating websites in real life. Another limitation is that we did not include the participants who indicated non-binary genders.

Some users may not want to interact with other users who have explicit or implicit biases. The reversed sequence interface impacts individuals who only show implicit bias, while the effects on people with explicit biases are limited. Therefore our intervention will not increase the match of minority users with people with explicit bias. We are optimistic that people with implicit biases are willing to interact with minorities respectfully.

Potential future work includes understanding bias and the effectiveness of our intervention among non-binary users. In that case, gender socialization, instead of self reported gender, might have a significant effect on how bias is manifested. Additionally, making decisions to initiate contact on a dating website is only the first step
in finding partners in real life. After matching with a minority profile, users may still hold implicit biases against these profiles. While we have demonstrated the effectiveness of reversed sequence intervention on reducing biased-decision making, we cannot achieve equitable interaction on dating websites without considering how holistically different components of dating websites work together.

6 CONCLUSION

As dating websites are becoming a crucial part of meeting potential sexual and romantic partners, it is vital to ensure that people of diverse identities have equal access to love and romance. Our study found that the current popular dating website designs, the swiping interface with or without match scores, do not support this goal. People, even those who said that race was not an important factor in their decisions, exhibited anti-Black bias when using those interface designs. Interface designers should actively examine the equity effects of their system and come up with viable ways to reduce bias. The results of our experiment suggest that the designers consider changing the presented order of information to reduce the harmful effects of the swipe interface and match scores: The interface should provide race-revealing information (such as the person’s photo or name) after the information that the searcher explicitly indicated was important to their decision-making. Our findings may only be the first step in anti-bias design on dating websites because different components of dating websites such as algorithms and community building can also harbor bias. Therefore, further research is necessary to assess the effects of implicit bias on other components of dating websites and how these components interact to maintain or amplify racial discrimination that is already present in offline settings.
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