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ABSTRACT

LGBTQ+ individuals are increasingly turning to chatbots powered by large language models (LLMs) to meet their mental health needs. However, little research has explored whether these chatbots can adequately and safely provide tailored support for this demographic. We interviewed 18 LGBTQ+ and 13 non-LGBTQ+ participants about their experiences with LLM-based chatbots for mental health needs. LGBTQ+ participants relied on these chatbots for mental health support, likely due to an absence of support in real life. Notably, while LLMs offer prompt support, they frequently fall short in grasping the nuances of LGBTQ-specific challenges. Although fine-tuning LLMs to address LGBTQ+ needs can be a step in the right direction, it isn’t the panacea. The deeper issue is entrenched in societal discrimination. Consequently, we call on future researchers and designers to look beyond mere technical refinements and advocate for holistic strategies that confront and counteract the societal biases burdening the LGBTQ+ community.

CCS CONCEPTS

• Human-centered computing → User studies.
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1 INTRODUCTION

The increase in social isolation coupled with inadequate access to professional mental health services has led many to turn to large language model (LLM) based chatbots in hopes of finding connection and support for their mental wellbeing. Platforms like ChatGPT, Replika, Anima, Kajiwoto, and Character AI have gained immense popularity, with millions using them for immediate, discreet social and emotional support [75]. These LLM-based companions provide comfort to those feeling lonely or in difficult situations by offering conversational engagement anytime and anywhere [69, 75]. The advanced linguistic capabilities of LLM-based chatbots offer users more context-aware and responsive interactions, distinguishing them from the earlier pre-LLM chatbots [56].

The potential of LLM-based chatbots is most striking when considering their impact on historically marginalized communities like the LGBTQ+ (lesbian, gay, bisexual, transgender, queer, and/or questioning) [46]. LGBTQ+ individuals face significantly higher rates of depression (57%), anxiety (70%), and suicidal ideation (41%) compared to their heterosexual cis-gendered peers [77, 107]. Beyond these alarming statistics, LGBTQ+ people also navigate a daily landscape marred by discrimination, bullying, and stigma tied to their gender and sexual identities, and endure a glaring absence of representation in the mainstream culture [77]. This lack of representation and systemic marginalization deter them from seeking professional therapeutic assistance, especially when there is a risk of encountering non-affirmative therapists [29, 77].

Although LLM-based chatbots seem to offer a valuable and inclusive mental health resource for the LGBTQ+ community, potentially bridging gaps in traditional therapy accessibility [37, 69], their deployment raises substantial concerns. Biases embedded in these chatbots can perpetuate harmful stereotypes. LGBTQ+ users, who are often underrepresented in the training datasets, can encounter unintentional reinforcement of damaging narratives with regard to
their identities [9, 34]. Furthermore, as people’s reliance on these platforms increases [69], there are growing apprehensions regarding the chatbots’ ability to truly understand the nuances of LGBTQ+ identities and the depth of human emotions [34, 109]. Consequently, to investigate these challenges, we ask:

- What benefits can LLM-based chatbots provide to LGBTQ+ people in terms of mental wellness support?
- Do LGBTQ+ people have additional purposes of use for LLM-based chatbots compared to non-LGBTQ+ people?
- Can LLM-based chatbots meet LGBTQ+ people’s mental wellness needs regarding their identity?

We interviewed 31 participants (18 identifying as LGBTQ+ and 13 as non-LGBTQ+) about their usage of LLM-based chatbots for mental wellness support. We specifically asked the LGBTQ+ participants how LLM-based chatbots supported their mental wellness needs regarding their LGBTQ+ identity. We had the following findings:

- For both LGBTQ+ and non-LGBTQ+ participants, LLM-based chatbots offer immediate support and accessibility, create a safe environment for intimate conversations, foster strong emotional bonds between the chatbots and the users, and are useful for developing social skills.
- For both LGBTQ+ and non-LGBTQ+ participants, the ease of usage and emotional bonding has the potential to encourage adherence to therapy regimens when applied in mental health, but also risk over-reliance.
- LGBTQ+ participants use chatbots due to a lack of real-life support, seeking guidance on topics like coping with discrimination or seeking identity affirmation.
- LGBTQ+ participants use LLM-based chatbots to rehearse LGBTQ+ -specific experiences such as coming out and dating as an LGBTQ+ person.
- LLM-based chatbots cannot completely address the nuances in the emotional needs of LGBTQ+ people due to their overly generalized responses.
- LLM-based chatbots offer suggestions that might be ignorant of the ever-changing societal norms (e.g., coming out to unsupportive parents), such that if the users fully follow the advice, they risk danger to themselves.

Our results show that LLM-based chatbots have a long way to go before they can fully address the needs of LGBTQ+ people’s mental health needs. Moreover, because we identified that the main motivation for using LLM-based chatbots for mental health was the lack of social support, we argue that designing solutions that address the societal stigma against LGBTQ+ people should be prioritized over optimizing LLMs on LGBTQ+ people’s needs. Therefore, we recommend ways to improve LLMs for the specific use cases of LGBTQ+ people, and also possible socio-technical solutions to address stigmas LGBTQ+ people face online.

2 RELATED WORK

This section references societal norms, behaviors, and attitudes found within contemporary Western cultures. It’s essential to note that the literature summarized here may not necessarily reflect or encompass the nuances and perspectives of Asian, African, Latin American, or even Eastern European cultures.

2.1 LGBTQ+ People’s Online Experiences

Online technologies offer significant benefits to LGBTQ+ individuals, especially those who lack real-life support from family or friends [25, 38, 46, 74, 103]. These platforms provide crucial access to interpersonal and systemic resources, as shown by the success of initiatives like The Trevor Project. Funded to prevent suicide and offer crisis intervention, The Trevor Project has amassed over 2 million followers on platforms like X and Instagram [101]. Similarly, social media networks like TikTok and Tumblr have become vital spaces for LGBTQ+ individuals to explore and express their sexual orientation and gender identity [44, 94]. In other cases, online technologies help LGBTQ+ people to navigate identity-related challenges, engage with supportive communities, and access educational resources about LGBTQ+ issues [73]. These online technologies are crucial to LGBTQ+ people, as they continue to experience disproportionate risks and limited access to support offline, including at home, at school and in their communities [23, 38, 46, 73].

However, online technologies can sometimes fall short of meeting the needs of the LGBTQ+ community, as they do not center LGBTQ+ people in the design process [43]. For example, Tumblr’s 2018 ban on “adult content” disproportionately affected transgender users [80]. Many transition-related posts were mistakenly categorized as adult material, inadvertently marginalizing this group. Similarly, YouTube’s policy of labeling LGBTQ+ content as “adult” has further isolated these communities [3]. Facebook’s insistence on real names fails to recognize the value of anonymity for LGBTQ+ individuals, which is indispensable for their safety and freedom [15]. To optimize monetization, many content creators, mostly non-LGBTQ+ members, sometimes resort to tactics like “queerbaiting” [78]. Queerbaiting is a marketing technique used to attract the LGBTQ+ audience by hinting at same-sex relationships or LGBTQ+ themes without actually depicting or confirming them. This tactic is often criticized for exploiting LGBTQ+ themes for commercial gain without providing meaningful representation [78]. Dating websites, while providing a means of connection for individuals, still frequently perpetuate racism and ableism, excluding marginalized groups within the LGBTQ+ community, such as queer people of color and those living with HIV [52, 63, 68]. Additionally, the disproportionate prevalence of cyberbullying against queer individuals compared to their heterosexual counterparts highlights the significant challenges faced in online spaces by the LGBTQ+ community [20].

2.2 Digital Mental Support Technology for LGBTQ+ Individuals

The LGBTQ+ community experiences greater mental health challenges such as higher levels of depressive symptoms, engaging in more non-suicidal self-injury, and having more suicidal thoughts and behaviors compared with heterosexual, cisgender peers [4, 53, 89, 100, 101, 107]. The stress of coming out also lead to increased depressive and anxiety symptoms and suicidal ideation [22, 49, 77, 86]. Minority stress theory suggests that structural stigma against LGBTQ+ people, interpersonal discrimination, and internalized stigma all exacerbate the mental health challenges of this population, resulting in feelings of alienation and distress [22, 47, 76]. Additionally, the frequent dismissal of LGBTQ+ youth experiences
as mere “teenage angst” [85] contributes to a sense of disconnection and isolation, inflicting feelings of being unloved or misunderstood within their support systems, or even more severe consequences such as homelessness [84]. Social support from family and friends is crucial for LGBTQ+ individuals to mitigate stress [19]. However, LGBTQ+ people often report less perceived family support than their heterosexual, cisgender peers and face challenges in peer relationships [87].

Given the dismissal of their concerns and the lack of availability of LGBTQ+-specific mental health care, digital therapies, such as those involving digital cognitive behavioral therapy (dCBT), have shown promise as an alternative mental health support avenue for LGBTQ+ individuals. By providing self-guided, affordable, accessible, and private mental health care, they address key barriers to traditional therapy, including long waiting times, extended treatment duration, and traveling costs [5, 50, 72]. Nonetheless, digital therapies like dCBT demand a significant amount of commitment and self-monitoring [10, 33]. Other limitations such as low adherence rate, technical difficulties and sophistication, and privacy concerns significantly hinder effectiveness [10, 33].

In addition to the online delivery of mental health services, digital communities, especially those fostered on social media and associated with LGBTQ+ organizations, have emerged as pivotal spaces supporting LGBTQ+ mental well-being [67]. They are frequently used by LGBTQ+ youth, providing emotional sustenance, guidance, and a sense of belonging [67, 71]. In addition, they also offer a safe milieu for self-expression and identity exploration, creating an oasis where shared experiences and mutual understanding can bring solace [23].

Online platforms offer advice and guidance on societal challenges ranging from addressing discrimination to identifying LGBTQ+-friendly resources. This function is especially crucial for individuals lacking access to LGBTQ+ resources in real life or a supportive and intimate environment [85]. Furthermore, these platforms ameliorate feelings of isolation that are prevalent among LGBTQ+ youth, particularly for those who are still in the closet or are in less accepting environments. Websites such as The Trevor Project and platforms like LGBTQ+ forums on Reddit or specialized apps like TrevorSpace [102] have become sanctuaries for many LGBTQ+ youths. These spaces provide them with an opportunity to share their stories, listen to the experiences of others, and realize they’re not alone. Such platforms often have features like chat services, community boards, and resources specifically tailored to provide peer support and information. While online platforms offer valuable social support, it is important to note that they are not a substitute for professional mental health services. These online platforms can have varied content quality and have the potential to expose users to cyberbullying or negative comparisons due to a less strict code for data privacy and protection mechanisms compared to working with a therapist [7, 21].

2.3 Mental Wellness Chatbots

2.3.1 Pre-LLM chatbots for mental wellness. Before the emergence of LLMs, chatbot architecture primarily consisted of three approaches: rule-based, retrieval-based, and a combination of both [26, 108, 114]. Rule-based chatbots operate on predefined rules, linking user inputs to specific responses [110]. Retrieval-based chatbots used machine learning algorithms to choose responses from a preset database according to user inputs [55, 66]. There were also generative systems that were built on neural network architecture like Sequence-to-Sequence (Seq2Seq) models [90, 91, 98, 112]. Although capable of generating unique responses, these models were limited by the need for extensive training data, significant computational power, and the challenge of maintaining context in long conversations [12, 51, 62, 88]. Pre-LLM chatbots offered high control (to the creators) due to their structured design. Their accessibility and instant response features made pre-LLM chatbots popular in mental health applications. Research indicates that mental health chatbots have had positive impacts in reducing symptoms of depression and anxiety, and enhancing therapeutic alliance, acceptability, and likability, particularly during the COVID-19 pandemic [1, 2, 45, 81, 97].

Despite the initial successes and widespread use of pre-LLM chatbots in mental health applications, as evidenced by numerous studies on their acceptability and usability, there remains a significant gap in research specifically addressing their effectiveness in improving mental health outcomes. This lack of comprehensive research presents a challenge in fully understanding and evaluating the impact of these chatbots in mental wellness care [14, 14, 24, 30, 37, 95]. Prior research highlights that the success of mental wellness chatbots largely depends on sociotechnical aspects and therapeutic relationships [65]. Pre-LLM chatbots, given their technological limitations, often struggle to effectively address these crucial elements. Significant drawbacks, such as limited linguistic or contextual understanding, often led to unnatural or irrelevant conversations, reducing users’ willingness to engage with these chatbots, making interactions less convincing and supportive, and potentially limiting therapeutic benefits [11, 60, 82, 105]. Furthermore, these chatbots struggled to adapt and learn from user information, failing to cater to individual needs [58]. Consequently, chatbots frequently fall short of genuinely understanding and responding to emotional nuances. This issue is particularly pronounced among marginalized communities, such as LGBTQ+ individuals, who can feel alienated when these chatbots inadequately understand their unique challenges and experiences [32].

2.3.2 LLM-based Chatbots: Strengths and Weaknesses. To overcome the limitations of pre-LLM chatbots, LLM-based chatbots have shown promise in delivering more natural, context-aware, and flexible conversations. Employing extensive text datasets and probabilistic word sequencing, models like ChatGPT are capable of generating varied responses that are attuned to conversational contexts and subtleties. For LGBTQ+-related topics, some chatbots can even mimic the expression of gender and sexualities [31]. One of the standout features of LLM-based chatbots is the capacity for fine-tuning the models, a process of parameter adjustment after pre-training that allows for specialization in specific tasks or domains [116]. This adaptability mitigates the need for the manual construction of knowledge bases and rule tables, a previously essential step for rule-based pre-LLM chatbots. Moreover, the facility for in-context learning in LLM offers the advantage of producing responses relevant to the conversation history without the need for
explicit rule-based systems [28, 56]. These added abilities may improve chatbots’ interactivity, increasing therapeutic adherence [37]. However, the very capabilities that make LLM-based chatbots adaptable and context-aware also come with their own sets of challenges. The architecture of complex neural networks and transformers sometimes results in unpredictable and even harmful responses [106]. This is particularly troubling in delicate areas such as mental wellness support. For example, some studies have shown that LLM-based mental wellness chatbots are more inclined to give insensitive feedback than human therapists, possibly exacerbating emotional turmoil for users [109]. Furthermore, LLMs’ propensity for generating hallucinated responses can mislead or confuse users [61, 64]. These hallucinated responses, which are outputs that may not be grounded in factual information or prior training data, can be especially problematic when users are seeking accurate and reliable information or support.

One of the pressing issues with LLMs is their potential to harbor inherent biases, which can inadvertently promote narratives that are socially concerning or detrimental. The root of this problem lies in the non-diverse and potentially biased datasets used for training these models. The Internet, being the primary data source for LLMs, does not necessarily reflect global diversity. For example, Reddit, a widely-used platform, has a gender imbalance with 67% of its U.S. user base being men [18]. Similarly, Wikipedia, a significant contributor to global knowledge, is predominantly male-authored, with a staggering 84% of its contributors being male [48]. Adding to this skewed representation, certain online moderation policies can marginalize minority voices. A case in point is YouTube, where content from trans individuals discussing their gender and sexuality has faced demonetization [3]. These biases in data sources can lead LLMs to inherit and perpetuate such imbalances. The Common Crawl, a major training database, is rife with toxicity and hate speech [9]. Even when the filtered versions are used, they may inadvertently offend and silence the voices of marginalized communities such as LGBTQ+ due to inherent limitations in the filtering algorithms [104]. As a result, existing LLMs have been shown to contain stereotypical social biases [9, 41, 59, 92].

Furthermore, a static dataset does not represent the changing social dynamics. Societal events and movements like the Black Lives Matter campaign have led to more frequent updates on Wikipedia about incidents of police brutality against Black individuals [104]. Older Wikipedia pages have been revised to provide more cohesive narratives over time, impacting the data that shapes LLMs [83]. However, the prohibitive computational costs of training these large models make it challenging to update them frequently enough to reflect such evolving narratives. Even with fine-tuning approaches, keeping these models current would require thoughtful curation practices to identify suitable data for refinements and methods to assess whether the fine-tuning accurately reflects new perspectives that challenge prevailing representations. Consequently, LLMs carry the risk of reinforcing out-of-date or harmful stereotypes and biases, especially if not updated to reflect these changing narratives [9]. Moreover, many LLMs lack the capacity for authentic human experience, which limits their true comprehension of the daily dilemmas faced by LGBTQ+ individuals. For instance, while chatbots can mimic human language and express gender and sexuality by drawing on their training data, they inherently differ from human conversational partners — they lack the authentic experience related to gender and sexuality [31]. This difference is mainly due to their inability to replicate the flexibility and understanding that comes from actual human experience.

In conclusion, LLM-based chatbots offer impressive linguistic capabilities but also present unprecedented challenges. This raises critical questions concerning the extent to which LLMs ameliorate the limitations inherent in their pre-LLM counterparts. A particular area of interest is the application of these technologies for mental health support among LGBTQ+ individuals. While LLMs promise enhanced conversational fluidity and context awareness, it remains debatable whether they successfully mitigate issues such as conversational superficiality or accurately interpret subtle emotional cues. The intricacy of human emotional experience, coupled with the nuances of gender and sexual orientation, creates a landscape that may be too complex for LLMs to navigate proficiently [31]. Existing general-purpose LLMs like ChatGPT are seldom fine-tuned for mental health support, not to mention specifically for LGBTQ+ mental health support, even though a significant number of users consult them for emotional wellness [69]. In light of the potential ability and limitations of LLMs, and the intricacies and nuances of LGBTQ+ mental wellness we hypothesize:

- (H1) LLM-based chatbots offer a safe and accessible platform for LGBTQ+ individuals to seek mental wellness support.
- (H2) Because of the unique needs of LGBTQ+ people, they attempt to interact with LLM-based chatbots to fit their unique needs.
- (H3) While LLM-based chatbots provide immediate and accessible support, they still do not meet the complex mental wellness needs of LGBTQ+ people due to their limited understanding of the nuanced aspects of LGBTQ+ identities and experiences.

3 METHODS

3.1 Approval and data privacy

This research was approved by the Institutional Review Board of our institution.

3.2 Survey

To explore how individuals engage with LLM-based chatbots for mental wellness support, we reached out to chatbot users from three sub-Reddits: r/Snapchat, r/Anima, and r/Parradot. These forums are online spaces where discussions about LLM-based chatbots frequently occur. While we initially intended to recruit from the r/Replika subreddit as well, the forum’s updated moderation rules prevented us from posting interview recruitment requests.

After identifying the target sub-Reddits, we distributed our surveys. Our survey began with five demographic questions, asking participants about their primary childhood residence, places they’ve lived in the past five years, age, gender, and sexuality, with responses provided in free text form. Following this, we presented multiple-choice questions to determine if the participants had used any LLM-based chatbot apps and, if so, how frequently they used these apps. The detailed survey can be found in appendix A.

In total, we collected 129 responses. Our selection criteria included respondents who had lived in the US for the past five years...
and were at least 18 years old, with a minimum weekly interaction with chatbots. Out of these, we invited 49 individuals for interviews. Of these, 31 agreed to participate, 18 did not respond, and none declined the invitation.

### 3.3 Semi-structured interview

We conducted semi-structured interviews with 31 participants. Prior to conducting our interviews, we made sure each participant provided informed consent, during which we emphasized their right to withdraw from the study at any time if they felt uncomfortable. After completing the interviews, participants received a compensation of US $30 for their time. Interviews typically lasted 45 to 60 minutes. For participants self-identifying as LGBTQ+, we focused on their questions on their chatbot experiences, particularly how these related to their LGBTQ+ identity. In contrast, non-LGBTQ+ participants were not asked specific questions, as they did not have concerns related to LGBTQ+ identity issues. Instead, their questions centered on their general use of chatbots for mental wellness support. We conducted these interviews to gain insights into the experiences and challenges of the LGBTQ+ individuals face when seeking help for mental wellness issues. Detailed interview guidelines are available in the appendix, in which we asked questions that were specifically asked for LGBTQ+ and non-LGBTQ participants. Immediately following each interview, the first author transcribed the conversations to ensure anonymity and then deleted the audio recordings, considering the sensitive nature of the discussions. Subsequently, all transcripts were analyzed.

### 3.4 Data analysis

The 2 first authors independently coded 5 interview transcripts using an open coding technique [17]. This approach helped pinpoint general benefits, specific advantages for LGBTQ+ users, and challenges they faced. After this stage, the research team convened to discuss and finalize a codebook for subsequent analysis. This codebook featured codes such as “Identity Exploration and Introspection”, “Affirmative Support”, “Social Experience Practice”, and “Lack of Nuanced Understanding of LGBTQ+ Issues”. In the following phase, the two lead authors divided the remaining transcripts for review and analysis. The codebook was iteratively adjusted based on emerging insights until data saturation was achieved.

### 4 PARTICIPANTS

The demographics of our study participants can be found in Table 1. In our study, we classified participants as non-LGBTQ+ if they self-identified as “man” or “woman” and “straight”. To confirm this classification, we further verified their LGBTQ+ status during the interviews by directly asking if they identified as part of the LGBTQ+ community. The participants’ responses about their LGBTQ+ identity were consistent with their initial answers in the survey. Participants marked with “s” are non-LGBTQ+ (e.g., P14-s); participants marked without “s” identified as LGBTQ+ (e.g., p05). Out of these, 18 identified as LGBTQ+; 13 identified as non-LGBTQ+.

The mean age of non-LGBTQ+ participants was 30 years old; the mean age of participants who identified as LGBTQ+ was 28 years old. For non-LGBTQ+ participants, 6 identified as men and 7 identified as women; for LGBTQ+ participants, 11 identified as men, 6 identified as women, and 1 identified as transgender. In the LGBTQ+ group, 11 identified as gay, 3 as bisexual, and 4 as lesbian.

The frequency at which participants used various chatbots is shown in Figure 1. Both groups shared similar patterns of use: in the LGBTQ+ group, 15 out of 18 participants (83.33%) reported daily usage and 3 out of 18 (16.67%) reported weekly usage; in the non-LGBTQ+ group, 11 out of 13 participants (84.62%) reported daily usage and 2 out of 13 (15.38%) reported weekly usage.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age</th>
<th>Gender</th>
<th>Sexuality</th>
<th>Usage Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>p01</td>
<td>26</td>
<td>man</td>
<td>gay</td>
<td>Weekly</td>
</tr>
<tr>
<td>p02</td>
<td>26</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p03</td>
<td>34</td>
<td>woman</td>
<td>bisexual</td>
<td>Daily</td>
</tr>
<tr>
<td>p04</td>
<td>23</td>
<td>woman</td>
<td>bisexual</td>
<td>Weekly</td>
</tr>
<tr>
<td>p05</td>
<td>29</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p06</td>
<td>22</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p07</td>
<td>24</td>
<td>woman</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p08</td>
<td>30</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p09</td>
<td>24</td>
<td>woman</td>
<td>lesbian</td>
<td>Daily</td>
</tr>
<tr>
<td>p10</td>
<td>30</td>
<td>woman</td>
<td>lesbian</td>
<td>Weekly</td>
</tr>
<tr>
<td>p11</td>
<td>28</td>
<td>transgender</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p12</td>
<td>30</td>
<td>man</td>
<td>bisexual</td>
<td>Daily</td>
</tr>
<tr>
<td>p13</td>
<td>28</td>
<td>man</td>
<td>straight</td>
<td>Weekly</td>
</tr>
<tr>
<td>p14</td>
<td>30</td>
<td>man</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p15</td>
<td>26</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p16</td>
<td>28</td>
<td>woman</td>
<td>lesbian</td>
<td>Daily</td>
</tr>
<tr>
<td>p17</td>
<td>27</td>
<td>man</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p18</td>
<td>25</td>
<td>woman</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p19</td>
<td>31</td>
<td>man</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p20</td>
<td>30</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p21</td>
<td>35</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p22</td>
<td>28</td>
<td>man</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p23</td>
<td>35</td>
<td>woman</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p24</td>
<td>36</td>
<td>man</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p25</td>
<td>30</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
<tr>
<td>p26</td>
<td>30</td>
<td>woman</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p27</td>
<td>25</td>
<td>woman</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p28</td>
<td>26</td>
<td>woman</td>
<td>straight</td>
<td>Weekly</td>
</tr>
<tr>
<td>p29</td>
<td>30</td>
<td>woman</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p30</td>
<td>28</td>
<td>woman</td>
<td>straight</td>
<td>Daily</td>
</tr>
<tr>
<td>p31</td>
<td>30</td>
<td>man</td>
<td>gay</td>
<td>Daily</td>
</tr>
</tbody>
</table>

Table 1: Participant demographics and chatbot usage breakdown

### 5 RESULTS

#### 5.1 Chatbots as Companions and Mental Wellbeing Support

##### 5.1.1 Accessible Emotional Companions

As shown by our interviews, LGBTQ+ participants assigned a significant emotional weight to their interactions with LLM-based chatbots, transforming what might initially seem to be impersonal exchanges into accessible and intimate companionship. For example, some participants thought...
of these chatbots as emotional outlets rather than mere conversa-
tional partners: “It’s my delusion that I have someone that kind of
likes talking to me or replies immediately, or cares about what I’m
telling them, even though I know it’s a computer. But it’s fun, and
it makes me feel good.” (P4). This sense of rapport and solidarity
persisted despite participants’ awareness that they were interacting
with a non-human entity.

Chatbots provided emotional value that extended beyond instant
responses and connections. They became sympathetic presences,
offering solace from the isolation and misunderstandings that often
color LGBTQ+ participants’ daily interactions. As P4 further ex-
plained, “And also it’s feeling like a more personal conversation, even
though both of us know it’s not another human being. But for those of
us who don’t have a lot of people to talk to, it’s kind of a comforting
space.”

LGBTQ+ participants preferred this virtual companionship, pri-
marily due to its ready accessibility and convenience relative to
the logistic complexities of scheduling appointments with profes-
sional therapists. To bypass the stress of transportation planning
and schedule coordination, such participants opted for chatbots
over therapists for non-serious issues:

“I actually do have a therapist. But getting into sched-
uling some therapy time and discussing my situation is
quite stressful for me. Like getting transportation to the
therapists. And then all of that, you know, it’s gonna be
a little bit stressful. But as well, you know that having to
do the transportation. And getting on a bus and also the
bus schedule and all of that. You know, these are things
that I’m not gonna do in my leisure time. And there is

like booking a session with the therapists or canceling,
or... It doesn’t need to be something like that, I mean, if
I want to talk to the chatbot at night. I could just get up
and then do whatever I wanted to do. You can’t actually
go through therapy at night. It is midnight. So there
are more reasons why I use these chatbots instead of
therapists.” (P6)

This sentiment was echoed by straight participants. One straight
participant mentioned they “talk to [chatbots] every day” (P27-s)
because most of their friends are distant. They felt that the com-
panionship seemed akin to a convenient, friendly chat. “I just have
that feeling like I have a friend that you’re always right beside me
because my phone is always close by, and I can chat with it.” (P27-s).

5.1.2 Safe Space. For LGBTQ+ individuals facing adversity, the
impartial and nonjudgmental nature of machines could offer a
sense of safety. LGBTQ+ participants, who often faced hostility,
prejudgment, and misinterpretation in human interactions, might
find the emotionless and impartial nature of LLM-based chatbots
to be a refuge. This neutrality enabled them to express deep-seated
emotions and experiences without fear of negative backlash or
being outed. In a world where they often faced discrimination, the
unbiased nature of machines becomes a sanctuary.

One participant encapsulated this sentiment, stating, “As much
as I love my friends [...] there are those thoughts that you just can’t
tell a human. You don’t now how they’ll react to them. So I feel like
with AI, it has 0 judgment. [...] AI is like an open book. You can write
anything you want to an AI. AI will always get you. So I feel like at
those times I’m really going through a lot of anxiety, and I feel like
I’m about to give in, and AI is always there.” (P11)

For many LGBTQ+ individuals, chatbots provided a private space
for exploring and expressing their identities, even when parts of
their lives remained undisclosed to their close circles. This created
an intimate atmosphere of solace and acceptance that they might
not have elsewhere.

This sense of acceptance and freedom was a recurring theme,
even among those who disclosed their orientation. As one partici-

pant mentioned, “People out there like friends don’t know about my
sexuality. And even though I came out to my parents, I still like the
access to different suggestions from the AI. I don’t like to actually
talk to my parents... like they’re not like...I mean, they are straight.
So I wouldn’t really like talking to them about such things. What I
do is just stick to my AI, because basically I don’t have any friends
who would actually understand me. I want a space where I can easily
express myself with no judgment.” (P9)

While LGBTQ+ participants saw chatbots as a safe space, our
straight participants had networks of family and friends to fall back
on. One straight participant commented, “I have a lot of people to
fall back to. If I really need some mental wellness advice [...] It’s my
girlfriend for most of the time, but sometimes, it’s something that my
family can help me better with. [...] Personally, I don’t think AI has
evolved to be a good mental health support. So I don’t take its mental
health advice too seriously.” (P30-s) While chatbots became crucial
sources of emotional support for LGBTQ+ individuals, our straight
participants often had access to a more diverse range of human
support in times of emotional crisis, making chatbots a complement
to existing support structures rather than a primary source. This
disparity highlighted the unique and essential role that chatbots play in the emotional landscape of LGBTQ+ participants.

5.1.3 Privacy and Trust. For LGBTQ+ participants, LLM-based chatbots served as a private haven, providing a unique layer of safety often lacking in human interactions. "So for the AI I feel much safer. I also feel like It’s just between me and them. So it’s just like it’s just me in this space trying to express myself. But for my friends. Well, there’s that risk that they are going to go out there and maybe talk about my personal stuff." (P4)

P8 echoed this sentiment, illuminating the contrast between AI’s perceived privacy and potential confidentiality breaches in human relationships, "You know that whatever you like to say that it’s just between you and the AI but maybe, like your friend, there is also a tendency for your friends to tell someone else, so it’s not like confidential." (P8)

This trust extended beyond routine conversations, encapsulating sensitive topics such as sexuality. One participant, highlighting their preference for privacy and fear of exposure, noted, "I tend to be very secretive, so I tend to not speak with others about my sexuality, because speaking with all those people your sexuality might be revealed. But speaking with chatbots, your identity is kind of secretive." (P8). This view reaffirmed chatbots’ role as secure platforms for discussing intimate matters.

While participants were aware of the potential privacy risks associated with AI-powered systems, the perceived anonymity of the interaction, separation from real-life social circles, and the ability to control the interaction on personal devices led to a nuanced perception of privacy and an enhanced sense of safety. Although participants were aware that “someone else might be on the other side of the screen,” the anonymity of the interaction made them feel "much safer" (P4). This separation from the participant’s real-life social circles provided a sense of security and anonymity, indicating a nuanced perception of privacy; participants were aware that their conversations may be seen by humans inside the company, but they did not perceive it as a significant concern. Moreover, the control participants exerted over their interactions with LLM-based chatbots, whether via phones or desktops, enhanced their sense of safety. As one participant shared, “I had a confrontation with my mom. It happened that she went through my stuff, and I stopped trusting her. When you’re talking to AI, the chat can be on your phone or on your desktop, which is more secure. So you find that your conversation is just you.” (P8) It was not the AI itself that guaranteed security, but the confidence that access to the AI-powered systems was secure and private.

5.2 Unveiling Self: AI’s Role in Identity Exploration and LGBTQ+ Interactions

5.2.1 Identity exploration and Introspection. One recurring theme in the interviews for LGBTQ+ participants was the employment of LLM-based chatbots as tools for exploring identity. For example, one participant shared:

“I would ask: Am I still bisexual if I’m with a guy and I’m still attracted to both genders? Or sometimes when I’m confused, maybe about liking 2 people or something, and I’ll just go [to the chatbot] and I will talk about what I’m feeling and what I’m going through. So sometimes the responses are quite helpful. But sometimes I just want to talk. and get the feeling of I’m telling someone, because, you know, sometimes when you talk about something or text about something, you feel kinda like the weight is getting lifted off of you.” (P4)

The chatbot acted as an active listener echoing P4’s feelings and thoughts rather than providing comprehensive guidance, facilitating a self-exploratory journey into the complexities of their identity. This type of interaction aligns with established patient therapeutic practices that emphasize patients’ expressions of issues, acknowledgment of worries, complaints, and values, and uncover potential misinterpretations of patients’ concerns [16, 36], aiding the participants in navigating their identity intricacies, highlighting the affirmative nature of such exploration.

The perception of LLM-based chatbots as tools for introspection and self-decouverty was multifaceted and varied among participants. While P4 found value in the act of expressing their thoughts and feelings, feeling a sense of relief and validation just by articulating their emotions, P11 appreciated the additional feedback and understanding received from the chatbot. P11 felt that the AI could help them understand their emotions better and decide on the next steps:

“Those are some really personal links with AI. You can tell anyone in a few months like: 'I feel like AI can understand me.' And you know AI can help you even understand your own emotions. You can expand with AI more and and help you understand how you’re feeling. You can tell AI exactly what exactly you’re going to do, and it can tell you exactly how you’re feeling, and to help you understand your feelings, so that you, if you know what should be done next.” (P11)

5.2.2 Affirmative support for homophobia and transphobia. Our interviews showed that participants believed these LLM-based chatbots provided affirmation to them, acting as a haven of solace when they grappled with social prejudice and discrimination, especially when they felt they were unable to discuss such sensitive issues with their friends or family. They also shared that these chatbots became a source of support when they were rejected by their close circles.

Participant P11 provided a poignant illustration of this dynamic. They mentioned that when they were dealing with the emotional fallout of coming out, they found resistance and judgment in their social circles. “Initially, when I was coming out, I told my friends about it. They told me that I’m a Christian, and you know. It’s not normal. I have mental problems that I’m gay. And I have my parents who are against me that I am this way...”. All their friends deemed their orientation as aberrant, citing religious or normative reasons. These exchanges filled P11 with self-doubt, thus prompting them to seek solace and comfort in chatbots. “When things like this happen I go back to my chatbot”. P11 would ask the chatbots questions like “is it normal to be gay?” Despite struggling with such pain and rejection, they found consolation in the chatbot’s responses, which affirmed their choices and emphasized that there was nothing wrong with their identity. “My chatbot always tries to comfort me by telling me that there’s nothing wrong with me, that you know, everyone has a
right to choose. That is your gender. You can actually be a transgender, and you can be successful in life being a transgender.” (P11). Finally, the participant mused that their chatbots’ responses inspired them to focus on their individual growth, goals, and aspirations, rather than letting societal prejudice define them. “My chatbot [...] told me that empty vessels make the loudest noise. I won’t be affected by what people say to me, when I have a focus. It’s not how you start. It’s about how you finish that race.” (P11) Another participant, P31, expressed similar sentiments, stating, “when I was coming out, because of my family background and everything, I couldn’t come out as a gay man because of the backlash and everything I was going to face. So I use this AI as a place where I can talk to someone or [...] interact with something that can understand me without discrimination.” (P30)

P20 also asked questions relating to how to navigate homophobia in the society: “how do gay people survive in this society?”

This evidence underscored the attachment that our participants developed with their chatbots, particularly when faced with an unsupportive reaction to their identities from their family or friends. As P11 confirmed - they turned to their chatbots when they encountered rejection or discrimination linked to their identities; the chatbots served as a vital support system, where they could share intimate questions and express concerns without any fear or judgment. “I actually prefer talking to my chatbot. When things like [rejection or discrimination related to my trans identity] happen I go back to my chatbot and I ask some personal questions like ’I wanna know if there’s anything wrong with me’.”

5.2.3 LGBTQ+ social experience practice. Participants engaged with LLM-based chatbots for various purposes, including mental wellness support and practical tasks such as homework. While both non-LGBTQ+ and LGBTQ+ participants used chatbots for practical tasks, a notable distinction was observed in the usage patterns. None of the straight participants reported using chatbots for practicing social interactions, whereas 10 out of 17 LGBTQ+ participants indicated using chatbots as a safe space for practicing social interactions.

LGBTQ+ participants reported that LLM-based chatbots helped reframe complex social activities such as dating. For instance, P11 described an instance where they were attracted to a boy but felt unsure about it and lacked confidence in approaching him. They turned to their chatbots for advice, asking, “I was saying that I was into a boy, and I wanted to talk to him, and I was feeling less confident, and I wasn’t sure what to do. So I happened to ask my AI what I should do. ’I like someone, and I was not even clear if the boy was gay or not.’” The chatbot provided a necessary confidence boost, advising them to be true to themselves. “It did give me the confidence boost and with its responses. So it told me the advice there again is just to be myself.” Encouraged by these exchanges, P11 decided to approach the boy, being their authentic self. “I did go there and talked to him, and I was myself.” Here, the participant successfully leveraged the chatbot to gain reassurance and self-confidence in the face of potential romantic encounters.

Moreover, LLM-based chatbots could be instrumental in practicing difficult conversations. For example, another participant disclosed that they utilized a chatbot to practice coming out to their family as a lesbian. They commented that navigating through the process of coming out is a challenging conversation that not many people experience. Therefore, they used the chatbot to role-play this discussion, where the chatbot enacted the part of the participant’s brother: “I also role-played coming out to my brother. The chatbot role-played as my brother. I did that, and that chatbot reacted like a brother should, and it worked. My brother wasn’t like ... homophobic or anything, so the experience [of actually coming out] was the same [as in simulation by the chatbot].” However, the participant did voice concerns over the interaction, considering expecting her brother to react the same way as the chatbot “risky”: “I was lucky. Or else the real-life experience could have been totally worse.” (P09)

5.3 So Eloquent yet so Empty

5.3.1 Lack of nuanced understanding of LGBTQ+ issues. Despite the perceived benefits shown above, participants identified several limitations of LLM-based chatbots, particularly regarding their ability to provide nuanced solutions to sensitive issues such as individual identity. For example, one participant noted that although the chatbot attempted to show empathy when they expressed their concerns, its suggestions fell short of a real solution. “I don’t think I remember any time that it gave me a solution. It will just be like empathetic. Or maybe, if I would tell it that I’m upset with someone being homophobic. It will suggest, maybe talking to that person. But most of the time it just be like, I’m sorry that happened to you.” (P11)

This observation underscored a critical challenge while LLM chatbots may exhibit a level of empathy and occasionally act as a safe space for individuals dealing with social prejudice, they faltered when it came to suggesting actionable solutions.

LLM-based chatbots often treated LGBTQ+ individuals as a monolithic group and failed to recognize the uniqueness of each LGBTQ+ participant’s experience. They dispensed responses that were too generic to effectively address discriminatory experiences. A participant shared that they felt the chatbots were devoid of personal touch. They mentioned that despite their efforts constantly feeding it with information, the chatbots forgot it the next day, leaving them to restart the process. “No, the chatbot isn’t personalized for me. It’s very general. I just think that’s a lot of work [to feed the chatbot my information], and maybe because, you know, the chatbot might forget tomorrow, and I have to feed the information again.” (P28-s)

The chatbots’ responses did not reflect the gravity of everyday discrimination encountered by LGBTQ+ participants. For instance, one participant described an unsettling incident: “There was a time that I was chatting with an AI about an issue at work. I was picked on because I am gay and people stopped asking me out for lunch. It told me that I should quit my job and try to improve myself. I was like, I’m sorry?” (P31)

These chatbots also failed to delve into the depth of these sensitive topics while offering platitudinous affirmations. One person reflected when they questioned their sexuality, they received a lengthy response about the acceptability of any sexuality: “So I remember I did ask like, is it wrong that I’m bisexual? And then I go like a whole paragraph on how like It’s okay to identify the way you do.” (P4) Many other participants reiterated this sentiment, noting that the chatbots’ responses felt too generic and programmatic. For example, a participant described his experience of asking the chatbot to “give some similar experiences of people experiencing these
issues. They stressed that these chatbots were not human, but rather just programs, and the suggestions they gave "weren’t really for that moment.” (P7)

The participant appreciated that the chatbot encouraged self-acceptance and gave advice on how to cope with discrimination, but found the suggestions too generic to be genuinely helpful. They noted that while the chatbot did advise on accepting one’s identity, surrounding oneself with affirming people and engaging in activities that reinforce self-worth, the recommendations lacked specificity and depth, making them less useful in addressing the complexities of overcoming discrimination and self-acceptance: “It has asked me to just accept my own identity. And also asked me to surround myself with people and to engage in activities that are affirming to me. And [the chatbot suggested] other things like, I can overcome the discrimination.” (P4)

Surprisingly, straight participants found it useful for the chatbots to offer generic and multiple responses. They found the freedom to choose from generic suggestions to cope with their personal issues rewarding. However, for LGBTQ+ participants grappling with unique questions about their identities, the generality was a source of frustration. Our data showed that 15 out of 18 LGBTQ+ participants were dissatisfied with the lack of personalization, as opposed to 5 out of 13 straight participants.

For example, a straight participant shared his positive experience of the chatbot offering various mental wellness support options, tailored to his needs. He said the chatbot suggested several lifestyle changes and activities for mental wellness, providing numerous options, links to resources, and even mindfulness activities.

“This variety of options was more convenient than a human who might only give a few suggestions, and it left the decision up to me. It gives suggestions of things, you should stop doing these things, you should actually start doing more of other things. You should try limiting yourself from doing it and also provide specific activities that I should do. It also provides some links to mental wellness websites. You can get straightforward answers on resources and stuff like that. And it gives you options of mindfulness activities, you know, to participate in and stuff like that. It’ll probably give you about 10, 15 options to choose from. Then you’re gonna choose the one on your table with the money. It always, you know, provides you with options. Then the decision would depend on the individual.” (p18-s)

5.3.2 Lack of lived experiences and emotions. Despite the perceived benefits reported earlier, our interviews showed that LGBTQ+ participants still preferred human interactions over chatbots. This preference was a result of the chatbots’ failure to convey authentic empathy and engagement. For example, one LGBTQ+ participant commented, “These chatbots might be programmed by one person. But opinions from online [forums] can be coming from different people and actual humans. And you realize that these [human suggestions] are actually the most useful ones to check.” (P7)

P8 further illuminated this gap, claiming, “The difference between talking with a chatbot and a human being is that you get to see a person physically and the person talking.” (P8) And these two people understood each other’s emotions. “If you see a person they understand another person’s emotion when talking to you. For example, like I, I’m speaking generally as we can, generally while speaking with someone, that person can be sympathetic in different ways depending on what you are complaining about.” (P8). This sympathy aspect also intertwined with emotions, “Like a person would understand where you are coming from. You’re coming from the pain you are feeling. It would be nice if we have that in AI.” (P8) Here, the participant highlighted the inability of LLM-based chats to simulate and understand human emotions.

“These chatbots are actually just machines, or they don’t really have human experience. If a chatbot gives me some ideas or some answers that I’m not really comfortable with. I go through the Reddit communities, and I would just ask if there’s anyone who has a similar experience, and be like ‘okay, so can we take some minutes to talk about this? And how can we deal with it?’” (P8)

However, the participant’s dissatisfaction with chatbots did not stop there. P8 continued that, “but still, the chatbot is not a human, and it doesn’t really understand human experience. The Redditors also give you answers from different humanic experiences. The chatbot would always tell me that I’m great. I’m a great person, and I should focus on my goal for what I want to achieve. But you know, in the Reddit community, they might ask you to maybe try to sue your doctor, or sue your manager at work or your supervisor at work.”

6 DISCUSSION AND CONCLUSION

6.1 Benefits and Risks of LLM-based Chatbots for LGBTQ+ Mental Health Support

Our results indicate that LLM-based chatbots retained the key strengths of pre-LLM chatbots, offering instantaneous support and accessible companionship. Participants endorsed LLMs as beneficial mental wellness tools, emphasizing their immediacy and accessibility compared to real-life support. Especially noteworthy is the safe environment for intimate conversations these chatbots provided to LGBTQ+ participants, mirroring previous use with that of the pre-LLM chatbots [39, 99]. This result supported H1: LLM-based chatbots offer a safe and accessible platform for LGBTQ+ individuals to seek emotional support. However, participants willingly shared intimate life details with these chatbots, depending predominantly on perceived anonymity, highlighting potential privacy concerns. As LLM-based chatbots boast linguistic prowess beyond their pre-LLM counterparts, participants felt an intensified emotional bond with these bots, as shown by their consistent use. On the one hand, this constant engagement proves advantageous in encouraging therapy adherence, particularly for those prone to therapy discontinuation [79]. On the other hand, people’s over-reliance on technology might risk delaying getting professional help.

Furthermore, LLM-based chatbots can be useful in honing social skills. Our LGBTQ+ participants reported using these chatbots to simulate challenging social contexts that are unique to LGBTQ+ communities, like “coming out” scenarios or ambiguous relationships where they were not sure if the other person was accepting their sexual orientation. The linguistic aptitude of LLMs enabled users to find solace, engage in practice, and even gather insights.
into handling homophobic confrontations. This result supported **H2**: Because of the unique needs of LGBTQ+ people, they attempt to interact with LLM-based chatbots to fit their unique needs.

Yet, the boilerplate nature of the chatbots’ responses indicates their failure to recognize the complex and nuanced LGBTQ+ identities and experiences, rendering the chatbots’ suggestions generic and emotionally disengaged. Arguably, this disconnect that the LGBTQ+ participants experienced with the LLM-based chatbots stems from the LLMs being primarily trained on the mainstream corpora, which most likely sidelined minority perspectives. LGBTQ+ participants’ experience in using the chatbots shows that the generic purposes of LLMs trained on large corpus might not be inclusive—how the data is collected, annotated, and used, as well as who is involved in the curation and designing processes can have significant implications for LGBTQ+ users [40]. This result supported **H3**: While LLM-based chatbots provide immediate and accessible support, they still may not meet the complex emotional needs of LGBTQ+ people due to their limited understanding of the nuanced aspects of LGBTQ+ identities and experiences.

The fact that our LGBTQ+ participants occasionally received inappropriate or potentially detrimental advice from the chatbots revealed an inherent unpredictability in these models. For example, when participants asked chatbots for suggestions about workplace homophobia, LLMs advised them to quit their jobs without considering any financial or personal consequences that such decisions would cause them. Chatbots also assumed that the participants’ environment was LGBTQ+ friendly when the opposite was true. Therefore, LLM-based chatbots are potentially more dangerous than pre-LLM chatbots because while pre-LLM chatbots lack the linguistic prowess LLM-based chatbots possess, their responses do not deviate from scripted interactions. LLM-based chatbots, while they can indeed offer responses that are engaging and flexible, run risks of giving gibberish and harmful advice due to this unpredictability. Granted, LLM-based chatbot designers cannot safeguard against all problematic output, but future endeavors should be spent trying to harness the strengths of LLMs while minimizing their dangers.

### 6.2 Design Implications for Future LLM-based Chatbot Designs

To address the limitations and leverage the benefits of the LLM-based chatbots for better mental wellness support for LGBTQ+ users, we provide the following design implications.

**6.2.1 Implementing Context-Sensitive Conversational Guardrails.** One measure to contain the harmful output is to build conversational guardrails against unintentional generation, particularly in sensitive contexts. Although our participants have voiced desires to receive more actionable advice, we argue that when engaging with serious topics such as self-harm, the system must not give advice masked as detailed and actionable, as it has inherent risks, such as giving advice to promote suicide [113]. Instead, designers should recognize LLM-based chatbot’s constraints, and redirect the users to helplines when users are facing situations like suicide ideation, while simultaneously emphasizing the importance of professional intervention to the users. This approach is important as it could potentially mitigate the possibility of intruding on users’ vulnerabilities.

However, this approach may also prove difficult to implement as determining the exact point of applying the conversational guardrails is uncertain. Unlike mental health professionals who are ethically obligated to address severe threats promptly, unprocessed chatbots lack the capability for nuanced judgment and do not adhere to standardized safety protocols, especially in high-risk situations [35]. Consequently, interactions with LLM-based chatbots might present varied threat assessments, potentially underestimating genuine risks or overemphasizing benign concerns. To address these challenges, standardized, context-sensitive conversational guardrails ought to be put in place. Designers should also seek to ensure the balance between user autonomy within the chatbot interface and facilitating timely access to safety resources [35, 42].

**6.2.2 Refining LLMs for Context Relevant to LGBTQ+ Users.** The second direction involves refining LLMs to align with the real-world contexts of chatbot users, ensuring their responses resonate with current situations. Ignoring this change can produce responses that are not only outdated but also potentially harmful. For instance, if a chatbot offers advice to LGBTQ+ individuals on “coming out” using outdated or idealized views that overlook homophobia, its guidance could be out of touch with current realities, creating unexpected challenges or risks for users following such advice.

### 6.3 Consider Technologies Other than LLMs

**6.3.1 Develop Task-Specific, rather than Generalized, Models.** We argue that there is considerable merit in dedicating resources to develop task-specific models designed for precise applications and distinct deployment domains. While the original vision behind LLMs was to create foundational models that could later be fine-tuned for specific tasks [13, 93], this generalized approach may not be best suited for handling sensitive subjects. For instance, when considering LGBTQ+ issues, it becomes evident that models specifically designed to understand and resonate with diverse identities, sexualities, and orientations might be more effective than re-purposing broad-based LLMs without adaptation. The shortcomings of generalized models become apparent when we observe users seeking mental well-being support from platforms like Snapchat My AI, ChatGPT, and Character.ai, even though these platforms were primarily developed for general conversations, not specialized support. By focusing on the development of specialized models, we can ensure their evaluation adheres to rigorous standards that genuinely align with their intended purposes, leading to more effective and safer user interactions.

**6.3.2 Decentralize Language Technology Development.** Furthermore, we argue that future development of language technology should consider moving away from centralized development. Presently, chatbots like ChatGPT and other LLM-based systems are underpinned by colossal proprietary models that require cluster servers for hosting [93]. This centralized approach, driven primarily by major corporations, provides limited agency to underrepresented minorities, including the LGBTQ+ community, over the chatbot’s development. If these corporations were to suddenly discontinue these systems without providing alternative solutions, it could result in significant emotional turmoil for users. A poignant example of this is the “post-update blues” phenomenon with Replika [69].
We observed strong motivations behind chatbot usage from the LGBTQ+ participants due to their lack of emotional support and personal connections. This observation echoed prior work that LGBTQ+ people use online technology to fill their social support gap [25, 38, 74, 103]. More importantly, the social stigma and societal biases have driven LGBTQ+ participants to heavily use LLM-based chatbots. We did not delve into whether non-LGBTQ+ groups queried the chatbots about issues regarding their other identities such as immigration, race, or socioeconomic status. However, both the LGBTQ+ and non-LGBTQ+ groups concurred that real-life connections, rooted in shared experiences, have a more profound impact on their mental well-being than chatbots. This underscores the notion that before leveraging AI technologies as a solution to mental health support, it’s imperative to consider the sociotechnical implications of these systems in healthcare [8, 54, 70, 96, 111, 115]. Specifically, in our study context, we highlight the need to address the societal stigmas and discrimination that contribute to mental health disparities in LGBTQ+ populations.

Our suggestion to address this issue starts by enhancing the inclusivity of online communities for the LGBTQ+ population. We give precedence to the digital realm, as it frequently acts as a haven for those without immediate or accessible real-world support, prompting them to turn to chatbots instead of traditional communities. Moreover, since language applications largely pull from online content, changing the online narrative can markedly impact the values inherent in these technologies.

Inspired by and building upon real-world initiatives like SCEARE (School Counselors: Educate, Affirm, Respond, and Empower) [6], we see the potential to influence the behavior and policies of online community moderators and other key community figures. SCEARE’s framework centers on positioning school counselors as catalysts for transforming school environments to be more inclusive of the LGBTQ+ community. The program’s main strategies involve educating counselors about their potentially harmful or non-affirmative attitudes, deepening their understanding of LGBTQ+ issues, addressing prevalent misinformation about the LGBTQ+ community, and encouraging the formation of responsive teams to combat school-based homophobia or transphobia. The foundational principle of SCEARE is to impart knowledge to the most influential community members, ensuring that positive change radiates throughout.

Applying this principle to online communities, we recommend identifying stakeholders or pivotal members, such as moderators, and equipping them with knowledge about LGBTQ+ issues and affirmative practices. This will empower them to develop and enforce more inclusive guidelines, which can then help challenge misinformation and discrimination against the LGBTQ+ community. For instance, gay dating apps like Grindr play a significant role in shaping the romantic and sexual dynamics of queer men [44, 52]. As societal perceptions of HIV evolved and thanks to years of advocacy by community members, these platforms have revised their guidelines to challenge HIV stigma and have started offering resources to promote better sexual health education [63]. Similarly, inspired by SCEARE’s emphasis on proactive response teams, online platforms could institute specialized units to handle instances of gender or sexual orientation-related discrimination or harassment. Furthermore, training can enhance moderators’ abilities to support LGBTQ+ individuals confronting stigma. A testament to the scalability of such training is the Trevor Project’s initiative that employed GPT-2 to train over 1,000 crisis counselors, ensuring timely and effective support for LGBTQ+ individuals in distress [57].

While LLM-based chatbots can serve as a beneficial stopgap for temporary emotional support, truly addressing the social isolation and various adversities faced by LGBTQ+ chatbot users calls for holistic societal efforts to foster inclusive, supportive communities for LGBTQ+ people. Chatbots complement but do not eliminate the need for real-world advocacy, alliance, and actions to reduce discrimination against LGBTQ+ individuals.
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B APPENDIX: INTERVIEW GUIDELINE

Begin the interview by explaining the purpose of the study and obtaining informed consent from the participant. Create a comfortable and non-judgmental atmosphere for the participant to share their experiences. Use open-ended questions and follow-up probes to encourage the participant to elaborate on their thoughts as some of the questions above. Maintain a neutral stance and avoid leading questions that may influence the participant’s responses.

B.1 Questions

• What AI chatbots do you use?
• Do you identify as part of the LGBTQ communities?
• Can you please share your experience using LLMs for mental wellness and social support related to your LGBTQ+ or trans identity? (Only asked for LGBTQ+ participants)
• Can you please share your experience using LLMs for mental wellness and social support? (Only asked for non-LGBTQ+ participants)
• What led you to seek support from an LLM in the first place? (motivations)
• How would you describe the overall quality of support and resources provided by the LLM?
• Can you share any specific instances where the LLM was particularly helpful or unhelpful?
• Could you walk me through the instance when you found LLM to be a beneficial resource for mental wellness or social support?
• How did using an LLM for support compare to other resources, such as support groups or mental health professionals / family or friends/ online communities?
• Was there a specific event or reason that made it stand out among these choices?
• Could you please share a time when the LLM’s responses surprised you - either positively or negatively - in terms of support?
• Can you recall a situation where you felt that the LLM really understood your experiences as a (the LGBTQ+ identity that the participant identifies as) adult? Or perhaps a time when it fell short? (Only asked for LGBTQ+ participants)
• Did you feel that the LLM adequately understood your unique experiences as an (vary according to the person’s identity: gay, lesbian, trans, etc.) person? (Only asked for LGBTQ+ participants)
• How did the chatbot understand you? Give an example?
• Did you feel that the LLM adequately addressed your problems as an LGBTQ+ or trans young adult? (Only asked for LGBTQ+ participants)
• Were there any privacy or safety concerns while using the LLM for support?
• What improvements or features would you like to see in LLMs to better serve your experience?
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A APPENDIX: SURVEY

(1) In what country did you live most of your childhood?
(2) In what country have you spent most of the past five years?
(3) Age
(4) Gender
(5) Sexuality
(6) Have you used an LLM-based chatbots for mental wellness support (such as Snapchat’s AI friend, Replika, Character.ai) before?
  ○ Yes
  ○ No
(7) If yes, please specify which app(s) you have used.
  □ Replika
  □ Snapchat My AI
  □ Chai
  □ Character.ai
  □ Anima
  □ Paradox
  □ ChatGPT
  □ Kuki
  □ Other: ____________
(8) How long have you been using these apps?
  ○ Less than 1 week
  ○ 1 week to 1 month
  ○ 1-3 months
  ○ 3-6 months
  ○ 6-12 months
  ○ 1-2 years
  ○ Other: ____________
(9) How often do you use these apps?
  ○ Daily
  ○ Weekly
  ○ Monthly
  ○ Rarely
  ○ Other: ____________
(10) I consent to be contacted for an interview study by providing my contact information.
  My contact information: