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Dynamic Models for File Sizes
and Double Pareto
Distributions
Michael Mitzenmacher

Abstract. In this paper, we introduce and analyze a new, dynamic generative user

model to explain the behavior of file size distributions. Our Recursive Forest File model

combines multiplicative models that generate lognormal distributions with recent work

on random graph models for the web. Unlike similar previous work, our Recursive

Forest File model allows new files to be created and old files to be deleted over time, and

our analysis covers problematic issues such as correlation among file sizes. Moreover,

our model allows natural variations where files that are copied or modified are more

likely to be copied or modified subsequently.

Previous empirical work suggests that file sizes tend to have a lognormal body but a

Pareto tail. The Recursive Forest File model explains this behavior, yielding a double

Pareto distribution, which has a Pareto tail but close to a lognormal body. We believe

the Recursive Forest model may be useful for describing other power law phenomena

in computer systems as well as other fields.

1. Introduction

In this paper, we attempt to provide a simple generative user model that provides

a good approximation for file size distributions. Accurate models for file size

distributions are important for both our current understanding of and simulation

of file systems and the Internet. In the case of file systems, the problem of

capacity planning requires estimating when additional storage space will become

necessary. An accurate model for how file systems develop over time might allow
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more accurate predictions, easing the burdens of system managers. Similarly,

simple generative models may enhance simulation tools for file system behavior.

For the Internet, many studies have shown that traffic patterns in the Internet

appear to have self-similarity (see, e.g., [Barford and Crovella 98, Barford et

al. 99, Crovella and Bestavros 97, Crovella et al. 98, Leland et al. 94]). This

self-similarity can possibly be explained if the underlying distribution of file sizes

obeys an appropriate power law [Crovella and Bestavros 97]. Understanding why

a power law distribution for files might or might not arise naturally is therefore

important. Tools used to generate web workloads such as SURGE [Barford and

Crovella 98], which can be useful in testing or simulating web servers, may also

require a suitable model for simulating file size distributions and how they change

over time.

We emphasize that providing a generative model is a fundamentally different

task than fitting a model to data, which has been the primary focus of most

previous work. In particular, determining possible dynamic generative models

is important if one wants to determine what the distribution might look like

in the future, as the system changes over time. Without a justified underlying

generative model, extrapolating future behavior based on fitting models to data

is a risky proposition.

We provide a model that combines long-known multiplicative models and

recent work on models for the web graph [Barabási et al. 99, Broder et al.

00, Drinea et al. 01, Kleinberg et al. 99, Krapivsky and Redner 01, Kumar et

al. 00]. Our work was inspired by recent work by Downey [Downey 01]. Downey

suggests the following idea: one way that users create new files is by taking old

files and performing modifications on them, including possibly editing, copying,

translating, or filtering. The size of such a new file can be modeled by taking the

size of an old file and multiplying it by a random variable. Downey suggests that

this model yields a lognormal distribution for file sizes, which arguably counters

other previous work that has suggested file size distributions have a lognormal

body, but a heavy tail [Barford and Crovella 98, Barford et al. 99].1

Downey’s model suffers from the weakness that all files derive from a single

initial file. Files not derived from extant files cannot enter the file system, and

old files are not deleted. We expand to a dynamic model; that is, we allow

additions and deletions in a natural way. As a result, we obtain a family of

models, which we refer to generally as the Recursive Forest File model. What

is most interesting is that our changes have a dramatic effect in the analysis.

The resulting distribution of file sizes is a double Pareto distribution, which we

1We believe that there are minor problems with Downey’s analysis, as we describe in Sec-

tion 3.
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define and describe in Section 2.3. Double Pareto distributions have recently been

suggested to describe income distributions and other power law phenomena [Reed

03, Reed and Jorgensen 01]. As we show, such distributions have a lognormal

body and a Pareto tail, which matches some previous studies of empirical data

for file sizes. We believe that such distributions may be useful for modeling other

power law phenomena in computer systems, and we believe our generative model

may prove useful for other applications.

We provide a detailed analysis of the Recursive Forest File model that is

interesting in its own right. In particular, we find several connections to the

theory of random graphs that we expect will provide a useful framework for

future work. We also show how to cope with the effects of correlation that are

implicit in a file system model where new files are derived from existing files,

using a martingale analysis.

In related prior work, the Highly Optimized Tolerance (HOT) model provides

another generative model for file size distributions which uses an optimization

framework [Carlson and Doyle 99, Zhu et al. 01]. Fabrikant, Koutsoupias, and

Papadimitriou specifically utilize this framework to develop a model for file sizes

[Fabrikant et al. 02]. Downey suggests (and we concur) that applying this

framework to web file systems requires strong assumptions about how web sites

are designed, and does not explain why local file systems have similar file size

distributions [Downey 01]. Downey’s simpler framework appears more intuitively

appealing, and therefore we have focused on improving it. We caution, however,

that any simple user model is necessarily only approximate, and certainly various

models may apply in different situations. Indeed, it may be that our model is

useful for describing some types of file systems while HOT-based models are

better for other types of systems.

It is also worth noting that this potential confusion between whether file size

distributions obey a power law or follow a lognormal distribution is not surpris-

ing. Similar discussions have arisen in many fields over several decades. Indeed,

there is a rich history of models that generate power law and lognormal dis-

tributions, and many models that have been recently proposed to explain such

distributions in computer systems have historical antecedents in other fields.

Moreover, there are extremely close connections between generative models for

power law distributions and lognormal distributions. Rather than dwell on these

issues here, we refer the reader to a related historically oriented survey [Mitzen-

macher 04].

A natural question not tackled in this paper is the question of verifying our

model. We have not focused on this issue because we believe the primary con-

tribution in this paper is the description and analysis of a simple, general model

that yields double Pareto distributions. We believe that our model is interesting
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in its own right and expect that it will find uses explaining other phenomena

besides file size distribution.

It is worth pointing out, however, that subsequent to this work, Mitzenmacher

and Tworetzky have performed a careful empirical study of file size distributions,

examining how various models fit various data sets [Mitzenmacher and Tworet-

zky 03]. To summarize this work, double Pareto distributions do appear to

fit data sets roughly as well as lognormal distributions, although they appear

slightly worse than lognormal Pareto hybrid distribution and another prospec-

tive distribution, the log-t distribution. We emphasize that none of these other

distributions currently have natural generative models of which we are aware.

Further experiments yield that the double Pareto distribution fits better for

HTML files than for GIF or JPEG files, a conclusion which is understandable

in light of our generative model described below. Another possible approach,

besides testing the fit of the distribution, would be to empirically validate the

underlying assumptions of our model. Such validation would be an interesting

area for for future work.

The paper proceeds as follows. In Section 2.1, we provide an extensive re-

view of the relevant terminology. This review includes definitions of Pareto,

lognormal, and the more recent double Pareto distributions. In Section 3, we

consider Downey’s model, examining its motivation and potential problems. We

develop the Recursive Forest File Model in Section 4, demonstrating interesting

connections to random graph theory. We present simulation results in Section 5.

2. Review of Definitions

We briefly review the relevant definitions. For greater details, we recommend

references [Aitchison and Brown 57, Crow and Shimura 88, Li 99, Mitzenmacher

04].

2.1. Power Law Distributions
For our purposes, a nonnegative random variable X is said to have a power

law distribution if the complementary cumulative distribution function (ccdf), or

Pr[X > x], satisfies

Pr[X > x] ∼ cx−α
for constants c > 0 and α > 0. Here, f(x) ∼ g(x) denotes that the limit of

the ratios goes to 1 as x grows large. One specific commonly used power law

distribution is the Pareto distribution, which satisfies

Pr[X > x] =
x

k

−α
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for some α > 0 and k > 0. Note the Pareto distribution requires X ≥ k. If α
falls in the range 0 < α ≤ 2, then X has infinite variance. If α ≤ 1, then X
also has an infinite mean. The density function for the Pareto distribution is

f(x) = αkαx−α−1.
If X has a power law distribution, then in a log-log plot of the ccdf, asymptot-

ically the behavior is a straight line. This is the basis for many tests for power

law behavior. The same is true for the density function, which we find easier to

work with mathematically. For example, for the Pareto distribution, the log of

the density function is exactly linear:

ln f(x) = (−α− 1) lnx+ α ln k + lnα.

2.2. Lognormal Distributions

A random variable X has a lognormal distribution if the random variable Y =

lnX has a normal (i.e., Gaussian) distribution. The density function for a log-

normal distribution satisfies

f(x) =
1√
2πσx

e−(ln x−µ)
2/2σ2 ,

where µ is the mean and σ is the standard deviation of the associated normal

distribution. We will say that X has parameters (µ,σ2) when the associated

normal Y has mean µ and variance σ2, where the meaning is clear. The lognormal

distribution is skewed, with mean eµ+
1
2σ

2

, median eµ, and mode eµ−σ
2

. Although

the lognormal distribution, in contrast to the Pareto distribution, has finite

moments, it is extremely similar in shape to power law distributions, in that a

large portion of the body of the density function and the ccdf can appear linear

[Mitzenmacher 04, Montroll and Shlesinger 83]. Specifically, for a lognormal

distribution, we have

ln f(x) = − lnx− ln
√
2πσ − (lnx− µ)

2

2σ2
. (2.1)

If σ is sufficiently large, then the quadratic term above is small for a large range

of x values, and hence the logarithm of the density function will appear linear

for a large range of values. (The same is also therefore true for the ccdf.)

Recall that normal distributions have the property that the sum of two inde-

pendent normal random variables Y1 and Y2 with means µ1 and µ2 and variances

σ21 and σ
2
2 , respectively, is a normal random variable with mean µ1+µ2 and vari-

ance σ21 + σ22 . It follows that the product of independent random variables with

lognormal distributions is a random variable with a lognormal distribution.

Lognormal distributions can be naturally generated bymultiplicative processes.

We start with a biological example. Suppose we start with an organism of size
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X0. At each step j, the organism may grow or shrink by a certain percentage,

according to a random variable Fj , so that

Xj = FjXj−1.

If the Fk, 1 ≤ k ≤ j, are all governed by independent lognormal distributions,
then so is each Xj , inductively, since the product of lognormal random variables

is again a lognormal random variable. More generally, approximately lognor-

mal distributions may be obtained even if the Fj are not themselves lognormal.

Specifically, consider

lnXj = lnX0 +

j

k=1

lnFk.

Assuming the random variables lnFk satisfy appropriate conditions, the Central

Limit Theorem says that
j
k=1 lnFk converges to a normal distribution, and

hence for sufficiently large j, Xj is well approximated by a lognormal distri-

bution. In particular, if the lnFk are independent and identically distributed

variables with finite mean and variance, then asymptotically Xj will approach

a lognormal distribution. Lognormal distributions are natural for describing

growth of organisms, growth in options prices, and any process where over a

time-step the underlying growth is a random factor independent of the current

size [Crow and Shimura 88, Mitzenmacher 04].

2.3. From Lognormal to Power Law: Double Pareto Distributions
Before presenting our model, we explain how a natural mixture of lognormal

distributions yields a power law distribution. This result provides the foundation

for much of our later analysis, and is interesting in its own right. We therefore

present it first and show how it arises in the context of the model subsequently.

Suppose we have a system Xt = FtXt−1, where X0 = 1 and Ft is a lognor-

mal distribution with parameters (µ,σ2). We think of the index t as referring

to time. If we let the system run and stop it at some fixed time k, we obtain

a random variable from the lognormal distribution with parameters (kµ, kσ2).

Suppose instead we run the process until some random time k. Then we ob-

tain a random variable that comes from a mixture of lognormal distributions.

Specifically consider the case where we have a geometric mixture of lognormal

distributions: we stop the process at time k ≥ 1 with probability γ(1 − γ)k−1,
where γ is the parameter for the geometric distribution. Hence, with probability

γ(1 − γ)k−1, we obtain random numbers from the lognormal distribution with

parameters (kµ, kσ2). We claim that the resulting distribution from this mixture

will have a power law.
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To see this, we present a result of Reed [Reed 03, Reed and Jorgensen 01]

for the continuous analogue where the “mixture” of an exponentially distrib-

uted number of lognormal distributions is considered, in a sense clarified below.2

Suppose that we choose a random number X from a lognormal distribution with

parameters (kµ, kσ2), where k itself is a random variable with an exponential

distribution with mean 1/λ. The resulting density function is

f(x) =
∞

k=0

λe−λk
1√
2πkσx

e−(ln x−kµ)
2/2kσ2dk. (2.2)

Using the substitution k = u2 gives

f(x) =
2λeµ ln x/σ

2

√
2πxσ

∞

u=0

e−(λ+µ
2/2σ2)u2e−(ln x)

2/2σ2u2du.

An integral table gives us the identity

∞

z=0

e−az
2−b/z2 =

1

2

π

a
e−2
√
ab,

which allows us to solve for the resulting form. Note that in the exponent

2
√
ab of the identity we have b = (lnx)2/2σ2. Because of this, there are

two different behaviors, depending on whether x ≥ 1 or x ≤ 1. Let C1 =

λ/ σ (µ/σ)2 + 2λ and let C2 = (µ/σ)2 + 2λ /σ. For x ≥ 1, f(x) =
C1x

−1+µ/σ2−C2 , so the result is a power law distribution. For x ≤ 1, f(x) =

C1x
−1+µ/σ2+C2 . In particular, a case we use later is when µ = 0 and σ = 1.

In this case, for x ≥ 1, f(x) = λ/2 x−1−
√
2λ, and for x ≤ 1, f(x) =

λ/2 x−1+
√
2λ. Reed therefore suggests the following stringent definition:

Definition 2.1. A double Pareto distribution defined over x > 0 with parameters

α,β > 0 has f(x) = αβ
α+βx

β−1 for 0 < x ≤ 1 and f(x) = αβ
α+βx

−α−1 for x > 1.

A key characteristic of the double Pareto distribution is that it has a power

law at both tails. That is, if we look at the cumulative distribution function (cdf)

on a log-log plot, it will also have a linear tail (for the small files). This provides

a test for seeing whether a distribution has a double Pareto distribution; look at

both the ccdf and the cdf on log-log plots for linear tails.

2Huberman and Adamic [Huberman and Adamic 99, Huberman and Adamaic 00] also

examine this distribution and conclude that it has a power law distribution. Their earlier

work, however, fails to note that the behavior of the distribution goes through a phase shift,

which Reed clarifies.
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Figure 1. Shapes of lognormal, double Pareto, and Pareto distributions.
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Figure 2. Shapes of lognormal, double Pareto, and Pareto distributions–log-log plot.

The double Pareto distribution falls nicely between the lognormal distribution

and the Pareto distribution. Like the Pareto distribution, it is a power law dis-

tribution. But while the log-log plot of the density of the Pareto distribution is a

single straight line, for the double Pareto distribution the log-log plot of the den-

sity consists of two straight line segments that meet at a transition point. This

is similar to the lognormal distribution, which has a transition point around its

median eµ due to the quadratic term, as shown in (2.1). Hence, an appropriate

double Pareto distribution can closely match the body of a lognormal distrib-

ution and the tail of a Pareto distribution. For example, Figure 1 shows the

complementary cumulative distribution function for a lognormal, double Pareto,

and Pareto distribution. (These graphs have only been minimally tuned to give

a reasonable pictorial match; they could be made to match more closely.) The

lognormal and double Pareto distributions match quite well with a standard scale

for probabilities, but on the log-log scale in Figure 2 one can see the difference

in the tail behavior, where the double Pareto more closely matches the Pareto.
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When we have the discrete geometric mixture instead of the continuous expo-

nential mixture, the proper equation for the density function is

f(x) =

∞

k=1

γ(1− γ)k−1 1√
2πkxσ

e−(ln x−kµ)
2/2kσ2 . (2.3)

The summation is well approximated when lnx is very large or very small by

the corresponding integral

f(x) ≈
∞

k=1

γ√
2πkxσ(1− γ)e

k ln(1−γ)−(ln x−kµ)2/2kσ2dk. (2.4)

Comparing (2.2) and (2.4), we see that essentially the same tail behaviors from

the geometric mixture as the exponential mixture (although we do not obtain

such a nice closed form). That is, we have the following theorem:

Theorem 2.2. There exist positive constants α,β, c1, c2, c3, c4,m, and 6 such that

the density function in (2.3) satisfies c1x
β−1 ≤ f(x) ≤ c2xβ−1 for x < 6, and

c3x
−α−1 ≤ f(x) ≤ c4x−α−1 for x > m. (Here the ci may depend on γ, µ, and σ

but not on x.)

Proof. For the proof, let

f1(x) =

∞

k=1

γ(1− γ)k−1 1√
2πkxσ

e−(ln x−kµ)
2/2kσ2

and

f2(x) =
∞

k=0

λe−λk
1√

2πkσx
e−(ln x−kµ)

2/2kσ2dk.

As we have shown that f2(x) = x−α−1 for x > 1 and f2(x) = xβ−1 for x < 1

for appropriate α and β, it suffices to show that for sufficiently large and small

values of x that when λ = ln(1−γ), f1 and f2 differ by at most constant factors.
After separating out constant factors, we find

f1(x) =
C1
x

∞

k=1

e−ak−b/k−(ln k)/2

and

f2(x) =
C2
x

∞

k=0

e−ak−b/k−(ln k)/2dk,

where C1 and C2 are positive constants, b = (lnx)2/(2σ2), and a is a positive

constant independent of x. Hence, it suffices to show that

C3

∞

k=0

e−ak−b/k−(ln k)/2dk ≤
∞

k=1

e−ak−b/k−(ln k)/2 ≤ C4
∞

k=0

e−ak−b/k−(ln k)/2dk
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for some positive constants C3 and C4. The important point in showing this is

to keep track of the important term e−b/k, which is increasing in k. Hence, it is
easy to show that for k > 0,

e−ak−b/k−(ln k)/2 ≤ e−a{kQ−b/{kQ−(ln{kQ)/2ea+1;

this yields

∞

k=1

e−ak−b/k−(ln k)/2 ≤ C4
∞

k=0

e−ak−b/k−(ln k)/2dk.

Similarly, for k ≥ 1,

e−aukJ−b/ukJ−(ln{kQ)/2e−a−1 ≤ e−ak−b/k−(ln k)/2.

From this, we have that

∞

k=1

e−ak−b/k−(ln k)/2 ≥ C I3
∞

k=1

e−ak−b/k−(ln k)/2dk,

which is almost the desired result. It now suffices to note that

1

k=0

e−ak−b/k−(ln k)/2dk ≤
2

k=1

e−ak−b/k−(ln k)/2dk

for values of b sufficiently large, which occurs whenever lnx is sufficiently large.

Hence, using C3 = 2C
I
3, we obtain that there exists 6 and m such that for x < 6

and x > m,

∞

k=1

e−ak−b/k−(ln k)/2 ≥ C3
∞

k=0

e−ak−b/k−(ln k)/2dk,

yielding the result.

Technically, the geometric mixture of lognormal distributions yields an ap-

proximate double Pareto distribution, and not a true double Pareto distribution

according to Reed’s stringent definition. For convenience, we ignore this dis-

tinction henceforth in the paper, and refer to both the result of the exponential

mixture of lognormal distributions and the geometric distribution of lognormal

distributions as double Pareto. In particular, from Theorem 2.2 it follows at the

tails (for x < 6 and x > m) that the cumulative distribution function and com-

plementary cumulative distribution function of the geometric mixture are each

bounded by two power law distributions that differ only by constant factors.
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This fact, that a geometric mixture of lognormal distributions yields a double

Pareto distribution, plays an important role in the development of our Recursive

Forest File model throughout the rest of the paper.

The requirement that the exponential mixture be of lognormal distributions

can be weakened substantially without changing the tail behaviors [Reed and

Hughes 02]. We use exponential mixtures of lognormal distributions through-

out the paper for convenience. Also, Reed has suggested a generalization of the

double Pareto distributions called double Pareto-lognormal distributions with

similar properties [Reed and Jorgensen 01]. The double Pareto-lognormal dis-

tribution has more parameters, but might allow closer matches with empirical

distributions.

3. Downey’s Multiplicative File Size Model

3.1. The Basic Model

We now present Downey’s model to provide appropriate background. In par-

ticular, we point out weaknesses in Downey’s model that we ameliorate and

introduce features of analysis that prove useful subsequently for our dynamic

model.

Downey’s model for file sizes is based on the following idea: users tend to create

new files from old files, by copying, editing, or filtering in some way. Downey

therefore suggests the following model. The system begins with a single file S0,

and the user repeatedly performs the following actions.

• Select a file S to modify uniformly at random. Let the size of S be s.
• Choose a multiplicative factor f from a given distribution D.
• Create a new file SI with size fs.

The assumption behind this model is that creating a new file from a template file

from processes such as copying, editing, translating, or filtering yields a file whose

size differs from the template file by a factor that is independent of the size of the

template. With filtering, for example, a fraction of the input may be recorded.

For editing, if the amount of changes made is proportional to the size of the file

(three edits per page), then this assumption appears reasonable. (Arguably, in

many cases edits are additive rather than multiplicative; a constant number of

changes are made. This can be modeled in a way reasonably consistent with the

assumption by giving the distribution D a strong mode around 1.)

Looking at any individual file, there is a history of j steps that created all

the previous versions, or predecessors, of that file. That is, a file Sj was created
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from a file Sj−1 and so on back to the root S0. Let X0 represent the size of
S0 and let Fk represent the random multiplicative factor chosen from D in the

creation of Sk. Then lnXj = lnX0+
j
k=1 lnFk, and hence if D is lognormal the

distribution of the size of any specific individual file is lognormal. Alternatively,

even if D is not lognormal, Xj will be approximately lognormal if j is sufficiently
large. Downey therefore suggests that the entire file size distribution resulting

from this process is lognormal. This is not entirely accurate, as we explain below.

We note that preliminary empirical studies by Downey suggest that the right

distribution for D is roughly lognormal, although it is more leptokurtotic; that is,
there are more values near the mode, which is close to 1 since the most common

operation on a file is a copy or a small change [Downey 01]. Downey finds that

this has little effect on the overall results; again, this is justified by the analysis

in [Reed and Hughes 02].

3.2. Random Tree Models

We provide an alternative view of the generative file process above by embedding

it into a tree structure. Initially, we start with a root node, corresponding to the

initial file. For convenience let us here take the size of the original file to be 1.

At each step, a random node of the current tree is chosen, and a new child

of that node is created. Each node therefore corresponds to a new file that was

created from the file corresponding to its parent, and the path from the root to

the node corresponds to the file history. From here on, we use the terms node and

file interchangeably. If we think of each edge as being labeled by a multiplicative

factor, then by multiplying the numbers on the path from the root to a node we

obtain its size (relative to the root node). Alternatively, we consider each edge as

being labeled with the log of the multiplicative factor; then summing the weight

along each edge gives the logarithm of the file size. As in Downey’s model, let us

suppose the multiplicative factor is always chosen from a given distribution D.
When we say the distribution of file sizes of a file system with t files, we mean

the following. From some initial starting state, we generate new files according

to the process above, until there are t files. The file size distribution is the

distribution obtained by choosing a file uniformly at random from the t resulting

files.

This tree model emphasizes that files have varying depths. While nodes at

the same depth have the same size distribution, the size distribution varies for

nodes at different depths. Assuming that the distribution of the growth factor

is lognormally distributed, a node at depth k ≥ 1 has a lognormally distributed
size with parameters (kµ, kσ2). Hence, if the file sizes were independent, the dis-
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tribution would be a mixture of lognormal distributions, derived from weighing

the distribution for each depth with the proportion of nodes at each depth.

The tree developed under this model is well-studied in the combinatorial lit-

erature. It is known as a uniform random recursive tree, since the process looks

the same to each node in the tree. Results regarding the height of tree, the dis-

tribution of depths of nodes, and so on are known. We provide a brief summary,

based on [Smythe and Mahmoud 95]. An exact formula for the average number

of nodes of depth k in a tree with n nodes is

1

(n− 1)!
n

k + 1
,

where
n
k

is the Stirling number of the first kind, or the number of ways

to arrange n objects into k nonempty cycles. Asymptotically the distribution

of the depths of the nodes is sharply concentrated around lnn. This explains

why empirically Downey’s model yields close to a lognormal distribution for file

sizes; most nodes are at approximately the same depth and therefore have sizes

governed by almost the same lognormal distribution, with additional symmetry

to smooth out the effects of deep and shallow nodes. It is not clear that in

practice we would expect the average depth of a file should be dependent on n,

the number of files in the system, suggesting another problem with this model.

(Arguing that the maximum depth depends on n is more clear; perhaps some

file, such as a script file, is used and modified occasionally as new files arise.)

One obvious way to generalize the file model is to use a different recursive tree

model, such as plane-oriented recursive trees [Devroye 98, Smythe and Mahmoud

95]. In this model, the probability that a new node is the child of a node x is

proportional to c(x) + 1, where c(x) is the number of existing children of x.

(Adding one avoids problems at the leaves and root.) This model is entirely

similar to current models for the web graph, which use this sort of preferential

attachment in order to obtain power law distributions [Barabási et al. 99, Drinea

et al. 01, Kleinberg et al. 99, Kumar et al. 00]. Such a model could apply if

a user is more likely to modify versions of files that have already been modified

several times. This may be quite possible–a useful shell script, for instance,

may be more likely to be modified multiple times for various situations.

Specifically, in this tree model, the fraction of nodes with k children is roughly

proportional to 1/k3, a power law distribution. In this case, in a tree with n

nodes the depth of the nodes are sharply concentrated around 1
2 lnn.

One can generalize this model by having the probability that a new node is

the child of a node x be proportional to b · c(x) + 1 for some constant b > 0.

A larger constant b strengthens the effect that nodes with children get more
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children; as b approaches 0, the model becomes more like the uniform random

recursive tree. We revisit this possibility in the context of our Recursive Forest

File model. We also note that further variations can be created by using different

probabilities for the generation of children at each depth; however, such models

seem excessively complex to be useful, and we avoid them here.

3.3. Correlations

The tree model also clarifies that file sizes are necessarily correlated: a child

is clearly correlated to the size of its parent. Because of this, it is not clear

what the resulting overall distribution of file sizes will be in this model. For

example, one large multiplicative factor close to the root will affect several nodes,

changing the overall distribution for an entire subtree. We emphasize that while

the distribution of individual nodes is not affected by correlation, because of

correlation it is difficult to make statements about the resulting joint distribution

of the entire file system determined by the model.

We attempt to highlight the problem of correlation with a simple experiment.

We simulated Downey’s model, placing weights chosen from a normal distribu-

tion with mean 0 and variance 1 on each edge. Recall the logarithm of the ratio

of the file size at a node to the initial file size is the sum of the weights on the

edges along the path from the root; using this distribution, the average of these

values, or the average log ratio, should be 0. Over 1,000 different runs generating

10,000 files, we found the average log ratio varied significantly, between −4.2 and
5.2. The absolute value of the average log ratio was greater than 2 more than

150 times. These high average log ratios occur even though the sample variance

is small; it is generally between 5 and 10. Moreover, similar experiments gen-

erating 100,000 and 1,000,000 files yield the same high average log ratios; over

1,000 trials, the range was roughly the same, and about 15% of the trials have

average log ratio with absolute value at least 2. This effect is entirely due to

the fact that a single large edge near the root can affect many nodes, moving

the entire average log ratio. For a comparison, we performed 1,000 trials of

taking the average of 10,000 independent normal random variables with mean

0 and an extremely large variance of 100. The distribution of the average is a

random variable with mean 0 and a standard deviation of 0.1; over 1,000 trials,

the averages ranged between −0.33 and 0.32.
Such correlations are problematic both philosophically and practically. At an

abstract level, we do not expect that the behavior of the distribution resulting

from the model should potentially vary so significantly from trial to trial. More

practically, such correlations are problematic because they render the model

much less useful for predicting behavior based on the results.
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Figure 3. The cdf of the average log ratio using Downey’s model.

3.4. Minimum File Sizes

A further potential argument against the multiplicative model is that it allows

files to grow arbitrarily small as well as arbitrarily big. In practice, there is

generally a natural lower bound to a file size (for instance, one byte). It is

therefore worth asking how the multiplicative process behaves when there is a

lower bound on the minimum size. That is, suppose that we have a (near)

multiplicative process

Xj = max{FjXj−1, 6}
for some constant 6. In this case, the limiting distribution of Xj is not lognormal,

but instead a power law [Gabaiz 99]. This close connection between the lognor-

mal and power law distributions is discussed more fully in [Mitzenmacher 04],

but it suggests that attempting to distinguish strictly between file size models

that yield lognormal distributions from models that yield power law distributions

may be a futile exercise. We avoid further focus on this issue in the analysis,

however; generally we believe the effect on the model is relatively minor.

4. The Recursive Forest File Model

4.1. Insertions

We now suggest a new class of dynamic models, based on similar dynamic models

for modeling web graphs. We call our models dynamic because they allow the

introduction of new files into the system as well as the deletion of old files. We

begin by handling the insertion of new files only. We also temporarily ignore the

problems of correlation until Section 4.3.



320 Internet Mathematics

The ability to handle the insertion of new files is clearly important for modeling

current systems, where new content (such as audio, video, and text) are often

created or downloaded from external sources, such as the Internet. Our model

begins with a collection of one or more files, whose sizes are drawn from a

distribution D1. Repeatedly, new files are generated as follows:

• with probability γ, add a new file with size chosen from a given distribu-

tion D1.

• with probability 1 − γ: select a file S (with size denoted by s) uniformly

at random, choose a multiplicative factor f from a given distribution D2,
and create a new file SI with size fs.

This generalizes the uniform random recursive tree model, so that the model

produces a random recursive forest [Balinska et al. 94]. This explains why we

refer to our class of models as Recursive Forest File models. Also, we have given

each file an initial size. Implicitly, we may think of an edge to each root giving

its initial size.

We first ask in this model how many nodes of each depth k there are when

n files are in the system. Note that we could write exact recurrences for the

expected value of these variables and use martingale arguments to obtain high

probability results. In the interest of space and highlighting the idea of the

model, we present here a more intuitive limiting argument. Let Xt,j be the

number of nodes at depth j at time t. Since new nodes of depth 0, or roots,

enter the system with probability γ, it is clear that Xt,0/t→ γ, where→ signifies

convergence with probability 1 in the limit as t goes to infinity. Now for Xt,1
to increase, a new node that is the child of an existing node must enter; this

happens with probability 1 − γ. Its parent must be a root; if Xt,0 is γt, this

occurs with probability γ. Hence, nodes of depth 1 arise at a rate of γ(1−γ), so
Xt,1/t → γ(1 − γ). Continuing inductively, we find (asymptotically) that Xt,j
approaches γ(1− γ)jt; that is, node depths have a geometric distribution.
Lemma 4.1. In the Random Recursive Forest File model,

lim
t→∞

Xt,j
t
= γ(1− γ)j .

Martingale arguments, quite similar to those in [Kumar et al. 00], can be

used to yield high probability results. Alternatively, the framework relating

differential equations and martingales used by Kurtz [Kurtz 81] and enhanced

by the work of Wormald [Wormald 95] allow one to state concentration results
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for nodes of any constant depth j. (See, for example, Theorem 1 of [Wormald

95].)

This model has several appealing implications. Starting from a collection of

roots, the average depth of a node is bounded above by a constant independent

of the number of files in the system [Balinska et al. 94], which seems more

reasonable than the logarithmic average depth in Downey’s model. The maxi-

mum depth still depends on the number of nodes. The most likely depth of a

file is 0, which means it is not derived from other files. The forests themselves

demonstrate preferential attachment: a forest with several nodes is more likely

to produce new children. Hence, the forest sizes obey a power law, and in par-

ticular a constant fraction of the nodes are roots that have no children. These

features appear realistic.

The geometric distribution of the depths is also appealing considering our

results of Section 2.3. If D1 is a lognormal distribution with parameters (µ,σ2)
and D2 is a lognormal distribution with parameters (µ,σ2), then the results of
Section 2.3 imply that the resulting distribution of file sizes is (approximately)

double Pareto, since the size of a node of depth k has a lognormal distribution

with parameters ((k + 1)µ, (k + 1)σ2). Indeed, we take advantage of this fact

repeatedly in this section; with the above assumptions on D1 and D2, as long as
the resulting depth distribution is geometric, the resulting file size distribution is

double Pareto.

It is clear that in this model the choice of distributions for D1 and D2 can
have an important effect. If D1 and D2 are both lognormal (but do not neces-
sarily have the same distribution), the resulting distribution is what Reed calls a

double lognormal-Pareto distribution, which has properties similar to the double

Pareto distribution [Reed and Jorgensen 01]. Similarly, if D1 is double Pareto or
double lognormal-Pareto and D2 is lognormal, we still expect a distribution sim-
ilar to the double Pareto (with Pareto tails and an approximately lognormal

body).

If D2 is not lognormal, then nodes with sufficiently large depth will appear ap-
proximately lognormal (by the Central Limit Theorem argument of Section 2.2),

but shallow nodes will not. The resulting distribution may therefore depend

on how deep the nodes are and how quickly the product of random variables

chosen from D2 converges to a lognormal distribution; however, we again em-
phasize that D2 does not strictly need to be lognormal for our results to hold
[Reed and Hughes 02, Reed 01]. Specifically, the deepest nodes in the forest have

the largest variation, and hence the small number of nodes with large depth are

sufficient to yield a power law tail; the shape of the body of the distribution

may be more complex. As mentioned previously, Downey’s preliminary results

suggest that D2 appears to be close enough to a lognormal distribution that it
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quickly converges to an almost lognormal distribution after a small number of

multiplicative steps, which is favorable for our analysis. Further experimental

analysis and understanding of both the initial file size distribution and the mul-

tiplicative growth distribution would be an excellent starting point for future

work. Also, a stronger result demonstrating the robustness of our model to de-

viations in the distribution of D2 would be useful, but outside the scope of this
work.

4.2. Deletions

We now consider the addition of deletions to the Recursive Forest File model.

Suppose at each step that a new root enters with probability γ, a file chosen

uniformly at random is deleted with probability η, and a new child node is

introduced as before with probability 1 − γ − η. The introduction of deletions

into the model has a surprisingly small overall effect on our previous analysis. We

again give an intuitive argument for the limiting distribution, using a mean-field

limit approach; these results can easily be made more rigorous using standard

martingale arguments (see [Motwani and Raghavan 95]). Let Xt,j be the number

of nodes at depth j at time t, and n(t) be the number of nodes at time t. It

is important to clarify that the depth of a node is still computed by taking the

deleted files into account, which is appropriate in our model, since the depth is

meant to account for the number of modifications the file corresponding to that

node has undergone. Then

dXt,0
dt

= γ − ηXt,0
n(t)

,

and for j ≥ 1
dXt,j
dt

= (1− γ − η)Xt,j−1
n(t)

− ηXt,j
n(t)

.

Now n(t) = (1 − 2η)t in the limit as t goes large, since a node is added with
probability (1 − η) and deleted with probability η at each time-step, and in-

ductively we can solve for the limiting values of Xt,j . The fraction of nodes at

time t with depth j is then Xt,j/n(t), and a simple induction yields Xt,j/n(t)→
γ(1− γ − η)j/(1− η)j+1.
Lemma 4.2. In the Random Recursive Forest File model,

lim
t→∞

Xt,j
t
=
γ(1− 2η)
(1− η)

1− γ − η
1− η

j

.

Hence the final distribution is again a geometric mixture of lognormal distri-

butions, with the parameters slightly changed to account for deletions. As a
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result, the incorporation of deletions into the model does not disrupt the result-

ing double Pareto distribution of file sizes.

More complex models can naturally be introduced in this framework. For ex-

ample, in some situations it might be reasonable to suppose that the probability

of a file being deleted is related to its depth; shallower (older) nodes may be more

likely to disappear. This approach can be generalized to handle such situations,

although it will affect the distribution of node depths, and again such models

may be too complex to be useful.

4.3. Correlations

In our model, the file system is represented by a forest, instead of single tree.

There are still correlations between file sizes; a file is still related to the size of

its parent. However, the effect of these correlations is smaller, since the number

of files descended from a single node is generally small compared to the size of

the file system.

We can make this statement rigorous with a martingale argument. For con-

venience throughout, we consider the case where there are no deletions; the

argument generalizes naturally.

Theorem 4.3. Consider the Random Recursive Forest File model starting with only

a single root node. For a specific value z (which may depend on n), let Zn be the

number of files with size greater than z when there are n nodes in the system.

Then

Pr[|Zn − E[Zn]| ≥ 6n] ≤ 2e−62f(n),
where f(n) is a polynomial in n dependent on γ.

Proof. Let Yj be the expected number of nodes with size greater than z once
the first j nodes and values of the corresponding edges from their parents are

revealed. (Recall that we may think of the root node of a tree as having an edge

providing the size of the node.) Then Y0, Y1, Y2, . . . , Yn is a martingale, with

Y0 = E[Zn] being the expected number of nodes with value at least z before any

information is revealed, and Yn = Zn being the actual number of nodes with

value at least z. Let νj be the expected number of nodes in the subtree rooted

at the jth node, where the nodes are numbered in the order of arrival (initial

root nodes may be ordered arbitrarily). Notice that νj is independent of where

the jth node is placed in the forest. Since the value of the edge corresponding

to the jth node only affects the nodes in this subtree, νj gives an upper bound

on the expected number of nodes whose final value depends on the revelation of

the edge corresponding to the jth node, which implies that νj is an upper bound

on |Yj − Yj−1|.
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Using Azuma’s inequality (see [Motwani and Raghavan 95]), we have

Pr[|Yn − Y0| ≥ 6n] ≤ 2e−62n2/(2 n
j=1 ν

2
j ).

Suppose that we can show that
n
j=1 ν

2
j is O(n

2−ζ) for some ζ > 0. Then

we have that for any value z, the fraction of nodes with value greater than z is

within 6 of its expectation with very high probability; specifically, the probability

is exponential in nζ . This would demonstrate that the effect of correlation is very

small when looking at the ccdf.

Hence, we need an upper bound on
n
j=1 ν

2
j . One approach is to simply

use ν1 as an upper bound on νj , so
n
j=1 ν

2
j ≤ nν21 . To bound ν1, let ν1,k

be the expected number of nodes in the tree of the initial root when there

are k total nodes. If we begin with a single root node, then ν1,1 = 1 and

ν1,k = ν1,k−1 1 + 1−γ
k−1 . Using 1 + x ≤ ex, we obtain

ν1,n =

n−1

j=1

1 +
1− γ
j

≤ e(1−γ) n−1
j=1 1/j

= e(1−γ)(lnn+O(1)).

This gives us that ν1 is O(n
1−γ). This is only sufficient for Azuma’s inequality

if γ > 1/2, which is fairly limiting.

One way to cope with this problem is to use more initial nodes at the beginning

of the process. For example, suppose that we begin with
√
n root nodes in the

file system originally. The expected size of the tree rooted at any of these nodes

follows the same recurrence, but now the initial condition is ν1,
√
n = 1. Hence,

ν1,n =

n−1

j=
√
n

1 +
1− γ
j

≤ e(1−γ) n−1
j=
√
n
1/j

= e(1−γ)(lnn−ln
√
n+O(1))

= e(1−γ)(lnn)/2+O(1).

Now for any γ > 0, ν1 is O(n
(1−γ)/2), and Azuma’s inequality applies.

Using the above analysis, however, we can obtain a tighter bound on νj , even

if we begin with a single root node. Let νj,k be the expected number of nodes

in the subtree of the jth node when there are k total nodes. Then νj,j = 1, and
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νj,n = νj satisfies

νj,n =

n−1

k=j

1 +
1− γ
k

≤ e(1−γ) n−1
k=j 1/k

= e(1−γ) ln(n/j)+O(1).

In the above the O(1) term can be taken to be independent of j for sufficiently

large n. Hence, ν2j is O((n/j)
2(1−γ)). Algebra now yields that for γ < 1/2,

n
j=1 ν

2
j is O(n

2(1−γ)); for γ = 1/2,
n
j=1 ν

2
j is O(n lnn); and for γ > 1/2,

n
j=1 ν

2
j is O(n). In all cases, Azuma’s inequality gives strong probabilistic

bounds.

We may conclude that the fraction of node values greater than any particular

value is very close to its expectation with high probability. In broader terms,

the effects of correlation are small for large enough systems with small enough

trees. Note that this argument demonstrates that correlation can be substan-

tially reduced if we have more initial nodes to start the process.

Experiments using the average log ratio demonstrate that the unusual effects

of correlation evident in Downey’s original model do not occur in the Recursive

Forest File model, as we show in Section 5.

4.4. Variations on the Derivation of New Nodes

In our dynamic Recursive Forest File model, it is again possible to consider

variations on how new nodes derive from old nodes, just as it was in the recursive

tree model. The variety of possibilities is rather broad, so we content ourselves

here to variations of the plane-oriented recursive forest. We call this variation

the Recursive Forest File model with preferential attachment. In this setting a

new root is introduced at each step with probability γ; otherwise, a new child

node is introduced, and the probability that the new node is the child of a node

x is proportional to b · c(x)+1, where b > 0 is a constant and c(x) is the number
of children of x.

Again we may begin by looking at the number of children of each depth. As

before, let Xt,j be the number of nodes of depth j at time t. Let w(t), or the

weight at time t, be the sum of b · c(x)+1 over all nodes. In the mean field limit,
with one node added per unit time,

dXt,0
dt

= γ,
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so that Xt,0/t → γ. The case for j ≥ 1 simplifies once we use the fact that the
total number of children of nodes of depth j equals the number of nodes of depth

j + 1. Hence, the probability of creating a child at depth j is proportional to

bXt,j +Xt,j−1, since this is the sum of b · c(x) + 1 over all nodes of depth j − 1.
Hence,

dXt,j
dt

= (1− γ)bXt,j +Xt,j−1
w(t)

.

In the limit for large t, w(t) grows to ((1 + b)(1− γ) + γ)t, since every new root

node contributes 1 to the weight and every other node contributes 1+ b. Now if

Xt,j/t approaches xj asymptotically, we find from the above that

xj = (1− γ) bxj + xj−1
((1 + b)(1− γ) + γ)

.

Simplifying the above yields

xj = (1− γ)xj−1,

so a simple induction again yields Xt,j/t→ γ(1− γ)j .

Lemma 4.4. In the Random Recursive Forest File model with preferential attach-

ment,

lim
t→∞

Xt,j
t
= γ(1− γ)j .

Surprisingly, this is the same result as in the Random Recursive Forest File

model, regardless of the value of b!

The value of b therefore does not affect the resulting geometric distribution

of the depths of the nodes, and hence the double Pareto analysis still applies.

We believe this demonstrates substantial robustness for this model in the face of

changes.

The value of b does affect the model, however, in how the nodes are distributed

among the trees in the forest. As a concrete example, comparing the uniform case

(b = 0) with the plane-oriented recursive forest model (b = 1), we find for the

larger b value that there are a substantially greater number of trees consisting of

just a single vertex and there is greater variance in the number of offspring from

a root node. Hence, the choice of b might be used to fine-tune the underlying

model to various file systems.

To see how b affects the distribution of the size of trees in the forest, we again

describe an asymptotic mean field argument. Let Yt,j be the number of trees

with j nodes at time t. Note that the total weight corresponding to a tree with
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j nodes is (j − 1)b + j, since every node contributes 1 + b to the weight except
for the root. Hence, we obtain the following equations:

dYt,1
dt

= γ − (1− γ) Yt,1
w(t)

,

and for j ≥ 2,
dYt,j
dt

= (1− γ)Yt,j−1((j − 2)b+ j − 1)− Yt,j((j − 1)b+ j)
w(t)

.

The asymptotic behavior of this system is easy to solve for, and the distribution

of tree sizes in the forest follows a power law with the exponent in the power law

depending on b [Drinea et al. 01, Krapivsky and Redner 01].

We also note that a similar derivation shows that the distribution of the depths

of the nodes remains geometric under these variations when random deletions

occur as in Section 4.2.

5. Simulations
In this section, we examine simulations using the Recursive Forest File model to

compare it to the theory. In particular, we examine the issues of correlation and

convergence to the limiting depth distribution. Overall, we find that simulations

match the theory well. Rather than compare with actual data sets, we refer the

reader to [Mitzenmacher and Tworetzky 03] for a detailed evaluation.

Consider first the problem of correlation. Recall that we simulated Downey’s

model by placing weights chosen from a normal distribution with mean 0 and

variance 1 on each edge. In 1,000 runs of generating 10,000 files, the average log

ratio varied between −4.2 and 5.2. We repeated the experiment using our dy-
namic model with γ = 0.1; also, the original size of each root node is lognormally

distributed, so that there is an implicit edge with mean 0 and variance 1 into

each root. Starting initially with 1 root node, the average log ratio varied be-

tween −2.26 and 2.52; starting with 10 root nodes, it varied between −0.95 and
1.22; and starting with 100 root nodes, it varied between −0.38 and 0.49. While
it is clear that there are still correlations in the file sizes, they are dramatically

reduced over Downey’s model. Similarly, increasing the number of files leads to

sharper concentration of the average log ratio, as our analysis would predict.

A second issue is convergence in the depth distribution. While asymptotically

the depths will converge to a geometric distribution, it is not clear how many

files are necessary for this to occur, especially if one starts with multiple roots at

the beginning. Indeed, we find that the convergence in the depth distribution is

slow, but it does not dramatically change the characteristics of the distribution

shapes produced.
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A representative example is instructive. We generated sets with 10,000 and

100,000 nodes, using γ = 0.1 and beginning with 1 and 100 initial roots. The

results are presented in Figure 4. The resulting distribution does not match the

theoretical geometric distribution; there is a bump in the distribution depending

on the number of nodes generated and the number of initial roots. The more

nodes generated, the closer to equilibrium.

Despite this deviation from the theory, examining plots on a log-log scale

reveals that the cdf and the ccdf of the file sizes generated by the Recursive Forest

File model still have essentially linear bodies and tails, as shown in Figures 5

and 6. The deviation of the model from the theoretical double Pareto distribution

appears to add a small curvature to the distribution. Also, the linear tails break

down somewhat at the extremes, because of the small number of samples and

because the distribution has not reached the theoretical equilibrium. Indeed, part

of the argument for using a lognormal distribution over a Pareto distribution in

previous work has been the curvature at the tail of the distribution [Downey

01]. The Recursive Forest File model demonstrates that this curvature could be

arising simply because the snapshot of the dynamically changing distribution is

taken at some specific finite point in time, before the long-term equilibrium has

been reached.

To test that our results hold even when the multiplicative distribution is not

lognormal, we have performed similar simulations using other multiplicative dis-

tributions, for example, using edge weights that are 1 and −1 with probability
1/2 for all edges (except those into the root, so that there is some asymmetry).

This distribution yielded entirely similar curves for 100,000 nodes.

6. Conclusions

We have provided and analyzed a new generative user model, the Recursive

Forest File model, for file size distributions. Understanding the behavior of

file size distributions is an important building block for understanding both file

systems and Internet behavior. Our model is extremely simple and well suited

for simulation tools.

The underlying idea behind the model is to combine a multiplicative generating

process with a dynamic insertion and deletion process reminiscent of recent web

graph models. A fundamental point in the analysis is to connect the file size

model with corresponding random tree and forest models. We have shown that

for many natural model variations the depth distributions are asymptotically

geometrically distributed, and this in turn yields a double Pareto distribution

for the file sizes.
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From a practical standpoint, this model explains why file size distributions may

appear to have a lognormal body and a Pareto tail. (In fairness, we point out

that the shape of these distributions is still a subject of debate.) While previous

work has suggested using specific hybrid distributions to model file sizes, our

generative model appears sufficiently accurate, and has the advantage that it

can be used to simulate dynamic systems where files may change over times. An

open question for future work is how to design tools to fit properly parametrized

double Pareto (or double Pareto-lognormal) distributions to empirically observed

distributions.

From a theoretical standpoint, a Recursive Forest model provides a general

mechanism for producing power law distributions that may apply to other nat-

ural systems. The robustness of the model to deletions and to changes in how

elements produce offspring appears to be an extremely appealing feature. The

flexibility and simplicity of the random graph framework should allow for further

variations worthy of study.

There remain many open problems to pursue. On the practical side, there

does not appear to be experimental work that considers how files change or are

generated over time. Such data might validate this model or lead to other dy-

namic models for file sizes. Specifically, understanding how files are created and

deleted over time, knowing the distribution of file sizes when they are created,

and determining whether modifications truly lead to multiplicative changes in

the file size would be useful information for studying the dynamic behavior of

file systems. Dynamic traces covering long time spans are important for further

research in this area.

On the theoretical side, perhaps the most interesting question is the rate of

convergence to the double Pareto distribution. Our simulations have shown

that it takes significant time for the node depths to converge to a geometric

distribution. The general shape of the corresponding file size distribution does

not seem to change significantly, however; the major difference appears to be that

the distribution appears more like a lognormal distribution, in that the tail dies

off somewhat more quickly than expected. It is an open problem to formalize

these findings theoretically. Another issue is to provide a better understanding of

the sensitivity of the Recursive Forest File model to the underlying distributions

D1 and D2. Finally, determining alternative generative models that could justify
a lognormal distribution or another distribution for file sizes could lead to new

debates on the appropriateness of various models for file sizes.
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Recursive Forests.” Random Structures and Algorithms 5 (1994), 3—12.

[Barabási et al. 99] A. -L. Barabási, R. Albert, and H. Jeong. “Mean-Field Theory for

Scale-Free Random Networks.” Physica A 272 (1999), 173—189.

[Barford and Crovella 98] P. Barford and M. Crovella. “Generating Representative

Web Workloads for Network and Server Performance Evaluation.” Performance

Evaluation Review 26:1 (1998), 151—160.

[Barford et al. 99] P. Barford, A. Bestavros, A. Bradley, and M. Crovella. “Changes in

Web Client Access Patterns: Characteristics and Caching Implications.” World

Wide Web 2 (1999), 15—28.

[Broder et al. 00] A. Broder, R. Kumar, F. Maghoul, P. Raghavan, S. Rajagopalan, R.

Stata, A. Tomkins, and J. Wiener. “Graph Structure in the Web: Experiments

and Models.” In Proceedings of the 9th World Wide Web Conference. Available

in Computer Networks 33:1—6 (2000), 309—320.

[Carlson and Doyle 99] J. M. Carlson and J. Doyle. “Highly Optimized Tolerance: A

Mechanism for Power Laws in Designed Systems.” Physics Review E 60:2 (1999),

1412—1427.

[Crovella and Bestavros 97] M. Crovella and A. Bestavros. “Self-Similarity in World

Wide Web Traffic: Evidence and Possible Causes.” IEEE/ACM Transactions on

Networking 5:6 (1997), 835—846.

[Crovella et al. 98] M. Crovella, M. S. Taqqu, and A. Bestavros. “Heavy-Tailed Prob-

ability Distributions in the World Wide Web.” In A Practical Guide to Heavy

Tails, edited by R. J. Adler, R. E. Feldman, and M. S. Taqqu, pp. 3—26. London:

Chapman and Hall, 1998.

[Crow and Shimura 88] E. L. Crow and K. Shimizu, editors. Lognormal Distributions:

Theory and Applications. New York: Marcel Dekker, Inc., New York, 1988.

[Devroye 98] L. Devroye. “Branching Processes and Their Applications in the Analysis

of Tree Structures and Tree Algorithms.” In Probabilistic Methods for Algorithmic

Discrete Mathematics, edited by M. Habib, C. McDiarmid, J. Ramirez-Alfonsin,

and B. Reed, pp. 249—314. Berlin: Springer-Verlag, 1998.



332 Internet Mathematics

[Downey 01] A. B. Downey. “The Structural Causes of File Size Distributions.” In Pro-

ceedings of the Ninth International Symposium on Modeling, Analysis, and Simu-

lation of Computer and Telecommunication Systems, pp. 361—370. Los Alamitos,

CA: IEEE Computer Society, 2001.

[Drinea et al. 01] E. Drinea, M. Enachescu, and M. Mitzenmacher. “Variations on

Random Graph Models of the Web.” Harvard Computer Science Technical Report

TR-06-01, 2001.

[Fabrikant et al. 02] A. Fabrikant, E. Koutsoupias, and C. Papadimitriou. “Heuristi-

cally Optimized Trade-Offs: A New Paradigm for Power Laws on the Internet.”

In Proceedings of the Twenty-Ninth International Colloquium on Automata, Lan-

guages, and Programming, pp. 110—122, Lecture Notes in Computer Science 2380.

Berlin: Springer-Verlag, 2002.

[Gabaiz 99] X. Gabaix. “Zipf’s Law for Cities: An Explanation.” Quarterly Journal of

Economics 114 (1999), 739—767.

[Huberman and Adamic 99] B. A. Huberman and L. A. Adamic. “Evolutionary Dy-

namics of the World Wide Web.” Technical Report, Xerox Palo Alto Research

Center, 1999. Appears as a brief communication in Nature 399 (1999), 130.

[Huberman and Adamic 00] B. A. Huberman and L. A. Adamic. “The Nature of Mar-

kets in the World Wide Web.” Quarterly Journal of Economic Commerce 1 (2000),

5—12.

[Kleinberg et al. 99] J. Kleinberg, R. Kumar, P. Raghavan, S. Rajagopalan, and A.

Tomkins. “The Web as a Graph: Measurements, Models, and Methods.” In

Proceedings of the 5th International Conference on Combinatorics and Computing,

pp. 1—17, Lecture Notes in Computer Science 1627. Berlin: Springer-Verlag, 1999.

[Krapivsky and Redner 01] P. L. Krapivsky and S. Redner. “Organization of Growing

Random Networks.” Physical Review E 63 (2001), 066123-1—066123-14.

[Kumar et al. 00] R. Kumar, P. Raghavan, S. Rajagopalan, D. Sivakumar, A. Tomkins,

and E. Upfal. Stochastic Models for the Web Graph.” In Proceedings of the 41st

Annual Symposium on Foundations of Computer Science, pp. 57—65. Los Alamitos,

CA: IEEE Computer Society, 2000.

[Kurtz 81] T. G. Kurtz. Approximation of Population Processes. CBMS-NSF Regional

Conference Series in Applied Mathematics, 36. Philadelphia: SIAM, 1981.

[Leland et al. 94] W. E. Leland, M. S. Taqqu, W. Willinger, and D. V. Wilson. “On the

Self-Similar Nature of Ethernet Traffic.” IEEE/ACM Transactions on Networking

(1994), 1—15.

[Li 99] W. Li. “References on Zipf’s Law.” Availablke from World Wide Web

(http://linkage.rockerfeller.edu/wli/zipf/), 1999.

[Mitzenmacher 04] M. Mitzenmacher. “A Brief History of Generative Models for Power

Law and Lognormal Distributions.” Internet Mathematics 1:2 (2004), 226—251.

[Mitzenmacher and Tworetzky 03] M. Mitzenmacher and B. Tworetzky. “New Mod-

els and Methods for File Size Distributions.” In Proceedings of the 41st Annual

Allerton Conference on Communication, Control, and Computing, pp. 603—612.

Urbana, IL: University of Illinois at Urbana-Champaign, 2003.



Mitzenmacher: Dynamic Models for File Sizes and Double Pareto Distributions 333

[Montroll and Shlesinger 83] E. W. Montroll and M. F. Shlesinger. “Maximum Entropy

Formalism, Fractals, Scaling Phenomena, and 1/f Noise: A Tale of Tails.” Journal
of Statistical Physics 32 (1983), 209—230.

[Motwani and Raghavan 95] R. Motwani and P. Raghavan. Randomized Algorithms.

Cambridge, UK: Cambridge University Press, 1995.

[Reed 01] W. J. Reed. Personal communication, 2001.

[Reed 03] W. J. Reed. “The Pareto Law of Incomes - An Explanation and an Exten-

sion.” Physica A 319 (2003), 469—485.

[Reed and Jorgensen 01] W. J. Reed and M. Jorgensen. “The Double Pareto-

Lognormal Distribution - A New Parametric Model for Size Distributions.” To

appear in Communications in Statistics: Theory and Methods 33:8 (2004).

[Reed and Hughes 02] W. J. Reed and B. D. Hughes. “From Gene Families and Genera

to Incomes and Internet File Sizes: Why Power-Laws Are So Common in Nature.”

Physical Review E 66 (2002), 067103.

[Smythe and Mahmoud 95] R. Smythe and H. Mahmoud. “A Survey of Recursive

Trees.” Theoretical Probability and Mathematical Statistics 51 (1995), 1—27.

[Wormald 95] N. C. Wormald. “Differential Equations for Random Processes and Ran-

dom Graphs.” Annals of Applied Probability 5:4 (1995), 1217—1235.

[Zhu et al. 01] X. Zhu, J. Yu, and J. Doyle. “Heavy Tails, Generalized Coding, and

Optimal Web Layout.” In Proceedings of IEEE INFOCOM, pp. 1617—1626. New

York: IEEE Computer and Communications Society, 2001.

Michael Mitzenmacher, Harvard University, Division of Engineering and Applied

Science, 33 Oxford Street, Cambridge, MA 02138 (michaelm@eecs.harvard.edu)

Received April 22, 2003; accepted August 4, 2003.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /SyntheticBoldness 1.000000
  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e00670020005000440046002000660069006c0065007300200066006f00720020007300750062006d0069007300730069006f006e00200074006f002000540068006500200053006800650072006900640061006e002000500072006500730073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760036002e0030002000300038002f00300036002f00300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


