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1 Introduction

The starting point of almost all of auction theory is the set of players’ valuations: how much value (measured in some currency unit) does each of them assign to each possible outcome of the auction. When attempting actual implementations of auctions, a mismatch between theory and practice emerges immediately: budgets. Players often have a maximum upper bound on their possible payment to the auction—their budget. This budget limit is not adequately expressible in existing auction theory. Budgets are central elements in most of economic theory, but relatively little attention has been paid to them in auction theory. A concrete example is Google’s and Yahoo’s ad-auctions, where budgets are an important part of a user’s bid, and are perhaps even more real for the users than the rather abstract notion of a valuation. Addressing budgets properly breaks down the usual quasi-linear setting, as is common in the rest of micro-economic theory (e.g., in the Arrow-Debreu market model). Because of this, the VCG mechanism loses its incentive-compatibility, and the design of incentive-compatible mechanisms becomes significantly more involved.

The few relatively recent works in the literature that study this issue focus on four different directions. The first branch of works (Che and Gale, 1998; Benot and Krishna, 2001) analyze how budgets change the classic results on “standard” auction formats, showing for example that first-price auctions raise more revenue than second-price auctions when bidders are budget-constrained, and that the revenue of a sequential auction is higher than the revenue of a simultaneous ascending auction. A second branch of works (Laffont and Robert, 1996; Pai and Vohra, 2008) construct single-item auctions that maximize the seller’s revenue, and a third branch (Maskin, 2000) considers the problem of “constrained efficiency”: maximizing the expected social welfare under Bayesian incentive compatibility constraints. The forth branch (Borgs et al., 2005; Abrams, 2006), taken by the computer science community, tries to design incentive-compatible multi-unit auctions that approximate the optimal revenue.

Our model in this paper is simple: There are \( m \) identical indivisible units for sale, and each bidder \( i \) has a private value \( v_i \) for each unit, as well as a budget limit \( b_i \) on the total amount he may pay. We also consider the limiting case where \( m \) is large by looking at auctions of a single infinitely-divisible good. Our assumption is that bidders are utility-maximizers, where \( i \)'s utility from acquiring \( x_i \) units and paying \( p_i \) is \( u_i = x_i \cdot v_i - p_i \), as long as the price is within budget, \( p_i \leq b_i \), and is negative infinity (infeasible) if \( p_i > b_i \). As the revelation principle holds in this setting we concentrate on incentive-compatible (in dominant strategies) mechanisms.

In this paper we concentrate on auctions that produce an efficient allocation. As our setting is not quasi-linear, allocational efficiency is not uniquely defined since different allocations are preferred by different players. We thus focus at the weakest efficiency requirement: pareto-optimality, i.e., allocations where it is impossible to strictly improve the utility of some players without hurting those of others.

---

1 The nature of what this budget limit means for the bidders themselves is somewhat of a mystery since it often does not seem to simply reflect the true liquidity constraints of the bidding firm. There seems to be some risk control element to it, some purely administrative element to it, some bounded-rationality element to it, and more.

2 This model naturally generalizes to any type of multi-item auctions: bidders have a valuation \( v_i(\cdot) \) and a budget \( b_i \), and their utility from acquiring a set \( S \) of items and paying \( p_i \) for them is \( u_i(S) = v_i(S) - p_i \) as long as \( p_i \leq b_i \) and negative infinity if the budget has been exceeded \( p_i > b_i \). It is interesting to note that the “demand-oracle model” (see e.g. Blumrosen and Nisan (2007)) represents such bidders as well. Analyzing combinatorial auctions with budget limits, even in simple settings such as additive valuations, is clearly a direction for future research.

3 In quasi-linear settings any pareto-optimal allocation must optimize the “social-welfare” – the sum of bidders valuations – and thus efficiency is justifiably interpreted as maximizing social-welfare.
Our main result is a spoiler: we show that there is no incentive-compatible and pareto-optimal auction for any finite number \(m > 1\) of units of an indivisible good with any \(n \geq 2\) number of players. Towards this result, we first analyze the case where budgets are common-knowledge. Under this assumption, we characterize the unique mechanism that is simultaneously incentive-compatible and pareto-optimal. Quite surprisingly, the revenue properties of this auction are also excellent. The assumption of public budgets was made by several of the works mentioned above, e.g. by Laffont and Robert (1996) and Maskin (2000), and our characterization for this case may be interesting by itself, in addition to being the cornerstone of our impossibility result. After obtaining the characterization for the known-budgets case, enables the impossibility for the private-budgets case follows in a rather straightforward way: since we know the unique outcome for every declaration of the players, we can show that a player can declare a false budget and increase his utility.

We wish to give a high-level description of this characterization, but let us warmup by looking at the “competitive equilibrium” (ignoring incentives at first), that is always pareto-efficient, and for simplicity let us do this in the model of a single infinitely divisible good. A competitive equilibrium consists of a price \(p\) and allocation \(x_1, ..., x_n\) at which each bidder gets his “demand” \(x_i = d_i\), where the demand of bidder \(i\) at price \(p\) is \(d_i = 0\) if \(v_i < p\), and \(d_i = \min(1, b_i/p)\) for \(v_i > p\) (For the border case \(v_i = p\) any value \(d_i \in [0, \min(1, b_i/p)]\) is allowed.) It is useful to imagine a “continuous-time” ascending auction which can reach this equilibrium: the price starts at \(p = 0\) and slowly increases; at any time each bidder declares his demand \(d_i\), and the price continues to increase as long as there is over-demand \(\sum_i d_i > 1\). Notice that the demands decrease as \(p\) increases so at a certain point \(\sum_i d_i = 1\) (the discontinuities in \(d_i\) are only when \(p = v_i\), at which point our definition allows any value \(d_i \in [0, \min(1, b_i/p)]\), which exactly suffices for equality to hold.)

One can look at this competitive equilibrium in two extreme cases, the first where only the \(v_i\)’s “matter” (\(v_i << b_i\)) and the second where only the \(b_i\)’s matter (\(b_i << v_i\)). In the first case it is easy to see that the auction reduces to the classic English auction and is thus incentive compatible. In the second case\(^4\) one can verify that an equilibrium is reached at price \(p = \sum_j b_j\), at which each bidder \(i\) gets his proportional share: \(x_i = d_i = b_i/\sum_j b_j\). While the proportional share auction is not incentive compatible on the entire range of values, our first positive observation is that when values are large enough, incentive compatibility is maintained. Formally, let \(\alpha_i = b_i/\sum_j b_j\) be the budget share of player \(i\). We show that the proportional share auction with \(x_i = b_i/\sum_j b_j\) and \(p_i = b_i\) is incentive compatible in the range \(v_i \geq \sum_j b_j/(1 - \alpha_i)\) for all \(i\). Notice that the lower bound on \(v_i\) is slightly more severe than \(v_i \geq \sum_j b_j\) which states that bidders are willing to pay the equilibrium price. Also notice that this auction has excellent revenue properties: it exhausts all budgets.

As already mentioned, the proportional share auction is not incentive compatible on the entire range of values: if a bidder is a near-monopsony \(b_i >> \sum_{j \neq i} b_j\), then his allocation will be very close to 1, and decreasing his declared budget will only slightly reduce \(x_i\), while significantly reducing his payment. If his value is relatively small this will increase his total utility. We wish to further study this intermediate range, where values and budgets are comparable. We can gain some intuition from the quasi-linear case: in some imprecise sense, to get incentive compatibility, a bidder should not pay the equilibrium price, but rather what would be the price without him. This is captured beautifully in terms of the celebrated ascending auction of Ausubel (2004): as the price in the ascending auction increases, bidders keep decreasing their demands; whenever the combined demand of the

\(^4\)This case is actually quite important as it models the situation where there are many units for sale and no bidder is able to acquire more than a fraction of the total number of units.
other bidders decreases strictly below available supply \( \sum_{j \neq i} d_i < m \) then bidder \( i \) “clinches” the remaining quantity at the current price. Thus different amounts of units are acquired by bidders at different prices, and the total payment of a bidder is the sum of the prices of all units that he clinched throughout the auction. Ausubel shows that whenever bidders have downward sloping demand curves this auction yields exactly the VCG prices and is thus incentive compatible. In Ausubel’s quasi-linear setting, the demand functions are private information of the bidders and are fixed in advance and thus he gives exact formulas (in terms of these demand functions) for the outcome of the auction. In order to apply this auction type in our setting we view it algorithmically: as bidders clinch units, their demand functions change, taking into account their expenditure so far. I.e., when a unit is clinched by bidder \( i \) at price \( p \), bidder \( i \) subtracts \( p \) from his remaining budget, and at each point during the auction, bidder \( i \)'s demand is calculated by dividing his remaining budget by the current price. This “adaptive Ausubel’s auction” gives an algorithm (or in the infinitely-divisible good case, a continuous time process) specifying the allocation.

When budgets are known, we show that this adaptive version of Ausubel’s auction is pareto-optimal and incentive-compatible. Moreover, we show that it is the unique mechanism that simultaneously satisfies pareto-optimality and incentive-compatibility. The revenue properties of this auction also approach optimality, as the number of bidders increases and the “dominance” of each bidder decreases. More precisely, we compare the revenue of the adaptive Ausubel’s auction to the revenue of a non-discriminatory monopoly that knows the budgets and values of the players and has to determine a single unit-price at which items will be sold (in order to maximize revenue). Define a “bidder dominance” parameter, \( \alpha \), that denotes the maximal ratio between the quantity that a single bidder gets in the monopoly’s allocation and the total quantity. We show that the revenue of the adaptive Ausubel’s auction is at least \( \frac{m}{m+n} \cdot [1-\alpha] \) times the monopoly’s revenue (recall that \( m \) is the number of items and \( n \) is the number of players). Thus, indeed, as the number of bidders increases and the “dominance” of each bidder decreases, the auction simultaneously obtains allocational efficiency and high revenue, while maintaining incentive-compatibility.

It is not generally easy to give a closed-form description for the allocation produced by the adaptive clinching auction, especially in its continuous analog. To give a taste to such a description we present it for the case of two players. This description was certainly a surprise for us, as it does not seem to resemble any previously considered auction format. For the case of two equal budgets the auction reduces to the following closed mechanism (\( x_i \) denotes the fraction of the divisible good the \( i \)th player receives, and \( p_i \) denotes his payment, w.l.o.g. \( b_1 = b_2 = 1 \) and \( v_1 < v_2 \)): If \( v_1 \leq 1 \) then the high player gets everything at the second price: \( x_2 = 1, p_2 = v_1 \) (and \( x_1 = 0, p_1 = 0 \)). Otherwise, the low player gets \( x_1 = 1/2 - 1/(2v_1^2) \) and pays \( p_1 = 1 - 1/v_1 \) and the high player gets \( x_2 = 1/2 + 1/(2v_1^2) \) and pays \( p_2 = 1 \). The general description is a simple combination of this case, combined in a certain way with the case where only one bidder has a budget limit.

We believe that we have only scratched the surface of analyzing auctions with budgets. We have already mentioned challenges regarding approximations, revenue maximization, and combinatorial auctions.

The rest of the paper is organized as follows. The remainder of this section is devoted to describing the related work. We start by giving detailing the basic definitions in section 2, and by describing the the proportional share auction that obtains a competitive equilibrium in section 3. The adaptive version of Ausubel’s clinching auction is defined in section 4, where we also analyze its basic properties: pareto-optimality, incentive-compatibility, and revenue. Section 5 then shows the uniqueness of this auction. Relying on this uniqueness result, section 6 then proves the impossibility
result for private budgets. Section 7 gives a closed-form mechanism, equivalent to the algorithmic definition of the adaptive clinching auction, for two players and a divisible item.

Related Work

There have been relatively few works in the auction theory literature that handle the issue of budget constraints. The first branch of works analyzes how budgets change the classic results on “standard” auction formats. Che and Gale (1998) shows that first-price auctions raise more revenue than second-price auctions when bidders are budget-constrained. Benot and Krishna (2001) show that the revenue of a sequential auction is higher than the revenue of a simultaneous ascending auction, under a complete information assumption. They also show that a certain hybrid of the two forms increases the revenue of both of them.

Laffont and Robert (1996) study the “optimal auction” problem, constructing the auction that raises the highest revenue from a sale of a single indivisible item among all Bayesian incentive compatible auctions. They assume that budgets are known. Malakhov and Vohra (2005) construct the revenue-maximizing auction when only one bidder is budget-constrained, and his budget is private, and Pai and Vohra (2008) assumes private budgets for all bidders and constructs the optimal auction among all dominant-strategies incentive-compatible auctions.

Maskin (2000) considers the problem of “constrained efficiency”: finding the auction that maximizes the expected social welfare among all auctions that are bayesian incentive compatible, where the expected social welfare is defined as usual, i.e. the sum over all players $i$ of the probability that the player wins times the player’s value.

The computer science literature also considers few models of auctions with budget-constraints. The main problem that was studied is how to design a dominant-strategy (truthful) auction for multiple identical items that raises a revenue that approximates the revenue of a uniform-price monopoly (that knows the values and budgets of the bidders). Borgs et al. (2005) design an auction that raises a close-to-optimal revenue when the number of bidders is large. Abrams (2006) obtains a constant fraction of the monopoly’s revenue, where this fraction depends on a “bidder dominance” parameter.

Feldman, Muthukrishnan, Nikolova and Pal (2008) design an auction for allocation of slots in an interval. They assume a different form of bidders’ utility functions, where bidders do not care about the amount of money they spend, as long as it is below their budget constraint.

2 Preliminaries and Notation

2.1 Allocations

We will be considering auctions of $m$ identical indivisible items as well as the limiting case of a single infinitely divisible good.

We have $n$ bidders, where each bidder $i$ has a value $v_i$ for each unit he gets, and has a budget limit $b_i$ on his payment. Rather than explicitly declaring a bidder’s utility of going over-budget to be negative infinity, we will equivalently directly declare such cases to be infeasible.

**Definition 2.1** An allocation is a vector of quantities $x_1, \ldots, x_n$ and a vector of payments $p_1, \ldots, p_n$ with the following properties:

1. In the case of finite $m$, $x_i$ must be a non-negative integer and $\sum_i x_i \leq m$ (Feasibility).
2. In the case of an infinitely divisible good, \( x_i \) must be non-negative real and \( \sum_i x_i \leq 1 \) (Feasibility).

3. \( \sum_i p_i \geq 0 \) (No positive transfers).

4. \( p_i \leq x_i \cdot v_i \) (Individual Rationality).

5. \( p_i \leq b_i \) (Budget limit).

The utility of bidder \( i \) from winning \( x_i \) quantity and paying \( p_i \) is \( u_i = x_i \cdot v_i - p_i \).

The “no positive transfers” property is weak, in the sense that it allows the allocation to hand in payments to players. The only restriction is that, overall, the auctioneer does not hand money to the players. We wish to point out that all our auctions satisfy a stronger version of the “no positive transfers” property, where for every player \( i \) we have \( p_i \geq 0 \), i.e. no player gets money from the auction.

### 2.2 Auctions and Incentives

We will be formally considering only direct revelation auctions where bidders submit their value and budget to the auction, that based on this input \( v_1, ..., v_n \) and \( b_1, ..., b_n \) calculates the allocation \( x_1, ..., x_n \) and \( p_1, ..., p_n \). Our auctions have a very natural interpretation as dynamic ascending auctions, an interpretation that maintains incentive compatibility\(^5\), but for simplicity we will just consider the auction mechanism as a black-box direct-revelation one.

**Definition 2.2** A mechanism is incentive compatible (in dominant strategies) if for every \( v_1, ..., v_n \) and \( b_1, ..., b_n \) and every possible manipulation \( v'_i \) and \( b'_i \), we have that \( u_i = x_i \cdot v_i - p_i \geq x'_i \cdot v_i - p'_i = u'_i \), where \( (x_i, p_i) \) are the allocation and payment of \( i \) for input \( (v_i, b_i) \) and \( (x'_i, p'_i) \) are the allocation and payment of \( i \) for input \( (v'_i, b'_i) \).

A mechanism is incentive compatible for the case of publically known budgets if the definition above holds for all \( v'_i \), having fixed \( b'_i = b_i \).

### 2.3 Pareto-optimality

We start with the classic notion of pareto optimality:

**Definition 2.3** An allocation \( \{(x_i, p_i)\} \) is pareto-optimal if for no other allocation \( \{(x'_i, p'_i)\} \) are all players better off, \( x'_i v_i - p'_i \geq x_i v_i - p_i \), including the auctioneer \( \sum_i p'_i \geq \sum_i p_i \), with at least one of the inequalities strict.

In our setting, the notion of pareto optimality if equivalent to a “no trade” condition that is much easier to work with. It essentially states that no money is “left on the table”, in the sense that no player can re-sell the items he got and make a profit:

**Proposition 2.4** An allocation \( \{(x_i, p_i)\} \) is pareto-optimal in the infinitely divisible case if and only if (a) \( \sum_i x_i = 1 \), i.e. the good is completely sold, and (b) for all \( i \) such that \( x_i > 0 \) we have that for all \( j \) with \( v_j > v_i \), \( p_j = b_j \). I.e. a player may get a non-zero allocation only if all higher value players have exhausted their budget.

\(^5\)As usual, the incentive compatibility of the iterative versions is only in the ex-post-Nash sense.
Proof: We first show that if either (a) or (b) do not hold then the allocation is not pareto. If \( \sum_i x_i < 1 \) we simply add an additional quantity to some player for no additional charge, thus making him strictly better off without harming any other player. Otherwise \( \sum_i x_i = 1 \) and there exists a player \( i \) with \( x_i > 0 \) and a player \( j \) with \( v_j > v_i \) and \( p_j < b_j \). Fix some \( \epsilon \) such that \( \epsilon \cdot v_i < b_j - p_j \). Construct an allocation \((x', p')\) such that \( x'_i = x_i - \epsilon, \quad x'_j = x_j + \epsilon, \quad p'_i = p_i - \epsilon \cdot v_i, \) and \( p'_j = p_j - \epsilon \cdot v_i \). All other players get the same quantity and pay the same price. Notice that \( \sum_i p'_i = \sum_i p_i \) and that \((x', p')\) is indeed a valid allocation. It is straightforward to verify that \( i \)'s utility remains the same while \( j \)'s utility strictly increases.

For the other direction, fix an allocation \((x, p)\) that satisfies (a) and (b). We will show that any other allocation \((x', p')\) cannot be a pareto improvement to \((x, p)\) (as in Def. 2.3), implying that \((x, p)\) is pareto. Since (a) holds then \( \sum_i x_i = 1 \). Rename the players such that \( v_1 \geq v_2 \geq \cdots \geq v_n \). Property (b) implies that there exists an index \( 1 \leq k \leq n \) such that, for any index \( i < k \), \( x_i > 0 \) and \( p_i = b_i \), for any index \( i > k \), \( x_i = 0 \), and at \( k \) itself, \( x_k > 0 \). Let \( \Delta = \sum_{i=1}^{k-1} (x_i - x'_i) \). For any \( i \) we need \( u'_i \geq u_i \), which implies \( p'_i - p_i \leq u_i \cdot (x_i - x_i) \). We make several observations. First,

\[
\sum_{i=k}^{n} (p'_i - p_i) \leq v_k (x'_k - x_k) + \sum_{i=k+1}^{n} v_i (x'_i - x_i) \leq v_k \sum_{i=k}^{n} (x'_i - x_i) = \Delta \cdot v_k
\]

where the second inequality follows since \( x_i = 0 \) for any \( i > k \), and the third inequality follows since \( \sum_{i=1}^{k-1} (x_i - x'_i) - \sum_{i=k}^{n} (x'_i - x_i) = 0 \). Second,

\[
\sum_{i=1}^{k-1} (p_i - p'_i) \geq \sum_{1 \leq i \leq k-1 : x_i \geq x'_i} (p_i - p'_i) \geq \sum_{1 \leq i \leq k-1 : x_i \geq x'_i} (x_i - x'_i)v_i \geq v_k \sum_{i=1}^{k-1} (x_i - x'_i) = \Delta \cdot v_k
\]

where the first inequality follows since \( p_i = b_i \geq p'_i \) for any \( i < k \). Now, if there exists \( 1 \leq i \leq k-1 \) such that \( x_i < x'_i \) then the above argument yields \( \sum_{i=1}^{k-1} (p_i - p'_i) > \Delta \cdot v_k \). We then get

\[
\sum_{i=1}^{k-1} (p_i - p'_i) - \sum_{i=k}^{n} (p'_i - p_i) > 0
\]

In other words, \( \sum_{i=1}^{k-1} p_i > \sum_{i=k}^{n} p'_i \), a contradiction to the definition of a pareto improvement. Therefore assume that \( x_i \geq x'_i \) for any \( 1 \leq i \leq k-1 \). This implies that

\[
\sum_{i=1}^{k-1} (x_i - x'_i)v_i \geq \Delta \cdot v_k \geq \sum_{i=k}^{n} (x'_i - x_i)v_i.
\]

Putting together these four inequalities, we get

\[
\sum_i (u_i - u'_i) = \sum_{i=1}^{k-1} (p_i - p'_i) - \sum_{i=k}^{n} (p'_i - p_i) + \sum_{i=1}^{k-1} (x_i - x'_i)v_i - \sum_{i=k}^{n} (x'_i - x_i)v_i \geq 0.
\]

As a result, \( u_i = u'_i \) for any player \( i \), hence \((x', p')\) is not a pareto improvement for \((x, p)\) since there does not exist a player \( i \) with \( u'_i > u_i \). □

A similar “no trade” property is equivalent to pareto-optimality also in the case of finite \( m \) (the proof is similar to the above proof and is therefore omitted):
Proposition 2.5 An allocation \( \{(x_i, p_i)\} \) is pareto-optimal in the case of finite m if and only if
(a) \( \sum_i x_i = m \), i.e., all the units are sold, and (b) for all i such that \( x_i > 0 \) we have that for all j with \( v_j > v_i, p_j > b_j - v_i \). I.e. a player may get a non-zero allocation only if there is no player with higher value that has larger remaining budget.

3 The Proportional Share Auction

Recall that our main goal is to show the impossibility of constructing a mechanism that is pareto-optimal and incentive compatible when budgets are private. Before that, we wish to point out that the source of this difficulty is the fact that values and budgets may be very close to one another. If values are guaranteed to be sufficiently large with respect to the budgets then a simple mechanism exists:

Definition 3.1 The proportional share auction for an infinitely divisible good allocates to each bidder a fraction \( x_i = b_i / \sum_j b_j \) of the good and charges him his total budget \( p_i = b_i \).

Proposition 3.2 Let \( \alpha_i = b_i / \sum_j b_j \) be the budget share of player i. The proportional-share auction with \( x_i = b_i / \sum_j b_j \) and \( p_i = b_i \) is Pareto Optimal and is Incentive Compatible in the range \( v_i \geq \sum_j b_j / (1 - \alpha) \) for all i.

Proof: Pareto-optimality is trivial from proposition 2.4 since we charge bidders their full budget. We now prove incentive compatibility in the specified range. Since the values \( v_i \) do not affect the payment or the allocation, it suffices to show that no manipulation of \( b_i \) is profitable. Since we charge each bidder his total declared budget, it is clear that declaring \( b'_i > b_i \) will lead to the bidder exceeding his budget. Thus it suffices to prove that no smaller declaration \( b'_i < b_i \) is profitable. Let \( u(z) \) be the utility obtained by bidder i if he declares a budget of \( b'_i = z \). Thus
\[
  u(z) = v_i \cdot z / (z + \sum_{j \neq i} b_j) - z.
\]
It suffices to show that \( u \) is monotonically increasing with \( z \). To verify this, take the derivative with respect to \( z \): \( u'(z) = v_i \sum_{j \neq i} b_i / (\sum_j b_j)^2 - 1 \). This derivative is non-negative, \( u'(z) \geq 0 \), as long as \( v_i \geq (\sum_j b_j)^2 / \sum_{j \neq i} b_j = \sum_j b_j / (1 - \alpha) \), as is specified.

4 The Adaptive Clinching Auction

We now describe the adaptive clinching ascending auction, and show that it satisfies pareto optimality (PO), individual rationality (IR), and incentive compatibility (IC), when the budgets are known. In the next section we show that it is in fact the unique such auction (for two players and any number of items), which enables us to then conclude that when the budgets are private no such auction exists.

The auction keeps for every player i the current number of items \( q_i \) already allocated to i, the current total price for these items \( p_i \), and her remaining total budget \( B_i = b_i - p_i \). The auction also keeps the global unit-price \( p \) and the global remaining number of items \( q \). The price \( p \) gradually ascends as long as the total demand is strictly larger than the total supply, where the demand of player i is defined by:

\[
D_i(p) = \begin{cases} 
  \left\lfloor \frac{B_i}{p} \right\rfloor & v_i > p \\
  0 & \text{otherwise}.
\end{cases}
\]
If we were to keep the price ascending until total demand would be smaller or equal to the number of items, and only then allocate all items according to the demands, then a player could sometimes gain by performing a “demand reduction”, thus harming incentive compatibility. Instead, following Ausubel’s method, we allocate items to player $i$ as soon as the total demand of the other players decreases strictly below the number of currently available items, $q$. In particular, if at some price $p$ we have $x = q - \sum_{j \neq i} D_j(p) > 0$ then we allocate $x$ items to player $i$ for a unit price $p$. At this point in the auction, the relevant variables are updated as follows: $q_i \leftarrow q_i + x$, $p_i \leftarrow p_i + p \cdot x$, $b_i \leftarrow b_i - p \cdot x$, and $q \leftarrow q - x$. This will ensure incentive compatibility. The global picture of such an auction is:

**The Adaptive Clinching Auction (preliminary version):**

1. Initialize all variables appropriately.
2. While $\sum_i D_i(p) > q$,
   (a) If there exists a player $i$ such that $D_{-i}(p) = \sum_{j \neq i} D_j(p) < q$ then allocate $q - D_{-i}(p)$ items to player $i$ for a unit price $p$. Update all running variables, and repeat.
   (b) Otherwise increase the price $p$, recompute the demands, and repeat.
3. Otherwise (hopefully $\sum_i D_i(p) = q$): allocate to each player her demand, at a unit-price $p$, and terminate.

Note that step 2a does not change the amount of over demand, since both the total demand and the total supply are reduced by the same quantity (the number of items that player $i$ gets). Therefore the only factor that affects the over demand is the price; as the price ascends the total over demand decreases. Thus, one would hope that when we reach step 3 we would indeed get $\sum_i D_i(p) = q$, which will enable us to allocate all items at the end (a necessary condition for achieving pareto optimality). However clearly this is not quite the case, because the demand functions are not continuous. The demand drops integrally, by definition, and may drop by several items at once. In particular, there are two potentially problematic change points: when the price reaches the value $v_i$, and when the price reaches the remaining budget $B_i$. The latter point is identified by using:

$$D^+_i(p) = \lim_{x \to p^+} D_i(x),$$

as, for $p = b_i < v_i$, we have $D_i(p) > 0$ and $D^+_i(p) = 0$. Similarly, the former point is identified by using:

$$D^-_i(p) = \lim_{x \to p^-} D_i(x),$$

as, for $p = v_i \leq b_i$, we have $D^-_i(p) > 0$ and $D_i(p) = 0$. We modify the above definition of the auction to use these more refined conditions: (1) the over demand is computed using $D^+_i(p)$, since this ensures that we do not terminate with a price that is just a bit higher than the remaining budget of a player to whom we wish to allocate one last item, and (2) just before termination, if we are left with some non-allocated items, then this must have happened because the final price reached the value of some players (for such a player $i$ we have $D^-_i(p) > 0$ and $D_i(p) = 0$), which caused an abrupt decrease in her demand. These players are indifferent between receiving or not receiving an item, and so we can allocate to them all remaining items.
The Adaptive Clinching Auction (complete version):

1. Initialize all variables appropriately.

2. While $\sum_i D_i^+(p) > q$,
   (a) If there exists a player $i$ such that $D_{-i}^+(p) = \sum_{j \neq i} D_j^+(p) < q$ then allocate $q - D_{-i}^+(p)$ items to player $i$ for a unit price $p$. Update all running variables (including the allocated and available quantities, the remaining budgets, and the current demands), and repeat.
   (b) Otherwise increase the price $p$, recompute the demands, and repeat.

3. Otherwise ($\sum_i D_i^-(p) \geq q \geq \sum_i D_i^+(p)$):
   (a) For every player $i$ with $D_i^+(p) > 0$, allocate $D_i^+(p)$ units to player $i$ for a unit-price $p$ and update all running variables.
   (b) While $q > 0$ and there exists a player $i$ with $D_i(p) > 0$, allocate $D_i(p)$ units to player $i$, for a unit-price $p$, and update the running variables.
   (c) While $q > 0$ and there exists a player $i$ with $D_i^-(p) > 0$, allocate $D_i^-(p)$ units to player $i$, for a unit-price $p$.
   (d) Terminate.

Let us consider a short example to illustrate the above process. Suppose three items and three players with $v_1 = \infty, b_1 = 1, v_2 = \infty, b_2 = 1.9, v_3 = 1, b_3 = 1$. When the price is below 0.5, each player demands at least two items, and so, for every player, the other players demand more than three items. Therefore no allocations will take place, and the price will keep ascending. At $p = 0.5$, $D_1^+(0.5) = D_3^+(0.5) = 1$ (note that $D_1(0.5)$ and $D_3(0.5)$ are still 2). Thus, player 2 “clinches” one item for a price 0.5. Immediately after that, the demand of player 2 is updated to be 2. The available number of items is 2, and no player can get any items. At a price 0.7 the demand of player 2 reduces to 1, but this still does not enable the auction to allocate any item to any player. The price keeps ascending until $p = 1$. At this point, $D_1^+(1) = 0, D_2^+(1) = 1, D_3^+(1) = 0$, and so the total demand reduces to be strictly below the number of available items (which is still 2). Thus we enter step 3. In 3a player 2 gets one item and in 3b player 1 gets one item. Note that we do not allocate any item to player 3, though $D_3^-(1) = 1$. Indeed, moving an item from 2 to 3, for example, will violate the pareto optimality.

The following basic property of the auction implies almost immediately that IR and IC hold:

Claim 4.1 The marginal utility of an item that is clinched at price $p$ is non-negative if and only if $p \leq v_i$.

Proof: If $p > v_i$ then by definition, since a player pays $p$ for the clinched item, its marginal utility is negative. Now assume that $p \leq v_i$. Whenever player $i$ gets $x$ items at a unit-price $p$ in steps 2a, 3a, and 3b in the auction, it follows that $x \leq D_i(p)$, where the demand is computed with respect to the remaining available budget. The definition of the demand function then implies that $B_i \geq x \cdot p$, hence the marginal utility is non-negative. If player $i$ gets an item in step 3c then $D_i(p) = 0$ and $D_i^-(p) > 0$. The structure of the demand function implies that this can happen only if $p = v_i$, and in addition the available budget at price $p$ is at least $D_i^-(p)$ times $p$. Thus in this case the player’s additional utility from those items is exactly zero. \qed
Corollary 4.2 The adaptive clinching auction satisfies Individual Rationality (IR), i.e. every truthful player obtains a non-negative utility.

Proof: By declaring the true value, a player guarantees that the marginal utility of every clinched item is non-negative, hence the total utility is non-negative as well. □

Corollary 4.3 The adaptive clinching auction satisfies Incentive Compatibility (IC), i.e. a truthful player cannot increase her utility by declaring any value different than her true value.

Proof: Observe that declaring a value in this auction is equivalent to deciding on the exact price in which to completely drop from the auction. By the above claim, any items that are clinched after price \( p = v_i \) have strictly negative utility, so declaring \( \tilde{v}_i > v_i \) can only decrease the total utility. Similarly, any items that are clinched before price \( p = v_i \) have non-negative utility, so declaring \( \tilde{v}_i > v_i \) can only decrease the total utility as well. □

To prove pareto-optimality, we first need to show that all items are indeed allocated:

Claim 4.4 The adaptive clinching auction always allocates all items.

Proof: Define \( D(p) = \sum_i D_i(p) \) and define \( D^+(p) \) and \( D^-(p) \) similarly. Observe that these three functions are monotone non-increasing, and that \( D^-(p) = D(p) = D^+(p) \) for any continuity point of \( D(p) \). Moreover, if \( p^* \) is a discontinuity point of \( D(p) \) and \( D^+(p) > q \) for any \( p < p^* \) then \( D^-(p^*) \geq q \).

Suppose that the auction enters step 3 at a price \( p^* \). We wish to argue that \( D^-(p^*) \geq q \). Indeed, for any \( p < p^* \), at the beginning of step 2 we had \( D^+(p) > q \), and after step 2a this inequality is maintained (since if we allocate \( \Delta \) units to player \( i \) then the total demand and the number of available items both drop by \( \Delta \)). Therefore after step 2b we have \( D^+(p) \geq q \) (if \( p \) is a continuity point) or \( D^+(p) < q \) and \( D^-(p) \geq q \) (if \( p \) is a discontinuity point). In any case, if the auction enters step 3 then \( D^-(p^*) \geq q \), and the claim follows. □

Claim 4.5 The adaptive clinching auction satisfies pareto optimality (PO).

Proof: We will check the “no trade” condition of Prop. 2.5. We already showed property (a) \( \sum_j x_j = m \) and it remains to show property (b). Fix any two players \( i \) and \( j \). We need to verify that, if \( j \) received at least one item, then \( i \)'s remaining budget at the end of the auction is smaller than \( j \)'s value. Consider the last price \( p \) at which player \( j \) received an item.

First suppose that \( p \) is not the price that ended the auction. In this case (step 2a), since \( j \) received an item, the auction rules imply that \( D_{-j}^+(p) \) exactly equals the number of items left after player \( j \) was allocated her items. Since the auction allocates all items, and since it is IR, we get that each player \( i \neq j \) received after price \( p \) exactly \( D_i(p) \), her demand at \( p \). In particular, this means that the remaining available budget of \( i \) is at most \( p \) (otherwise the demand of \( i \) at \( p \) was higher – she could have bought one more item at a price lower than her value). On the other hand, \( v_j > p \), since \( j \) demanded items at \( p \), and we are done.

Now suppose that \( p \) is the price at which the auction ended. The auction rules imply that if \( i \) had \( D_i^+(p) > 0 \) then she received all this demand, and so by the same argument as above she does not have any remaining budget to buy an item from \( j \). A second case is \( D_i^+(p) = 0 \) and \( D_i(p) > 0 \). This implies that the remaining budget of player \( i \) at this step is \( B_i = p \). If player \( i \) received her
demand $D_i(p)$ then the argument of above still holds. If not, it must be that player $j$ received her items in step 3a or 3b (but not in 3c, since not all players in 3b were awarded their demand). Thus $D_j(p) > 0$ hence $v_j > p = B_i$ and a pareto improvement cannot take place. The last case is $D_i(p) = 0$ and $D_j(p) > 0$. Hence $p = v_i$, and since $v_j \geq p$ this again rules out the possibility of a pareto improvement. □

4.1 Revenue Considerations

It is interesting to additionally examine the revenue properties of the adaptive clinching auction. We will show that it extracts a large fraction of the revenue of a non-discriminatory monopoly that knows the budgets and values of the players, and has to determine a single unit-price at which items will be sold. More precisely, given the budgets and values, the monopoly seeks a unit-price $p^*$ and an allocation $x^*_1, ..., x^*_n$ that maximizes its revenue $F = \sum_i p^* \cdot x^*_i$. We assume that the quantities $x^*_i$ can be fractions of a unit. This simplifies the analysis and at the same time only strengthens the result.

The fraction of $F$ that the adaptive clinching auction collects depends on two parameters. First, the ratio $m/(m + n)$ (where $m$ is the number of items and $n$ is the number of players). This quantifies the item-divisibility of the setting. As this ratio approaches 1 the setting becomes more divisible, and this increases the revenue. Second, a “bidder dominance” parameter

$$\alpha = \max_{i=1, \ldots, n} \frac{x^*_i}{\sum_{j=1}^n x^*_j}. \quad (1)$$

The term $\alpha$ represents the competition among the players. If it is small then the monopoly obtains its revenue from many bidders, while if it is large then there exist only few bidders that dominate the revenue of the monopoly. In the extreme, if $\alpha = 1$ then all items are sold to one single player. In this case it is clear that we cannot hope to extract a large revenue, since there is no competition. In general, we will show that the revenue of the adaptive clinching auction is at least $\frac{m}{m+n} \cdot (1 - \alpha) \cdot F$. In particular, when $\alpha$ is very small, then for any fixed $n$ the revenue of the auction approaches the monopolistic revenue as $m$ goes to infinity.

The approach of comparing an auction’s revenue to the optimal fixed-price revenue was initiated by Goldberg, Hartline, Karlin and Andrew Wright (2006), and in the context of auctions with budget limitations it was used by Borgs et al. (2005) and Abrams (2006). In particular, Abrams (2006) showed that if the allocation $x^*$ may be fractional then $F$ is always at least half of the optimal multi-price revenue, that can charge different prices from different players. Thus, comparing the revenue of the auction to any other revenue criteria can yield a ratio which may be smaller by a constant factor of at most 1/2. Our comparison to $F$ is therefore robust since we assume here too that $x^*$ may be fractional.

Claim 4.6 It can be assumed without loss of generality that $\sum_i x^*_i = m$.

---

6As in definition 2.1, where $p_i = p \cdot x^*_i$.

7The argument is based on the following claim: if in the competitive equilibrium there is more than a single winner, then the revenue of this allocation is at least half of the optimal revenue (the money that you can get as long as respecting IR: $p_i \leq b_i$ and $p_i \leq x_i \cdot v_i$). Here is a sketch of the proof: Let $p$ be the equilibrium price. Split the bidders to those with $v_i > p$ and those with $v_i \leq p$. The equilibrium revenue is $p$. All bidders in the first set pay their full budget anyway in the equilibrium. We can never get more than a total of payment $p$ from all bidders in the second set (since $v_i \leq p$). Thus the optimal revenue is at most $2 \cdot p$.  
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Theorem 4.8 The revenue of the adaptive cliniching auction is at least $\frac{m}{m+n} \cdot (1-\alpha) \cdot F$. 

Proof: Assume that $\sum x_i^* < m$. Let $W = \{ i \mid v_i \geq p^* \}$ and $B = \sum_{i \in W} b_i$. Since the unit-price is $p^*$, any player $i$ with $v_i < p^*$ must have $x_i^* = 0$, hence $F \leq B$. Additionally, for any $i \in W$ we must have $x_i^* = b_i/p^*$ since otherwise we can increase the quantity that $i$ gets, contradicting the fact that $x^*$ maximizes the revenue. This implies that $\sum_{i \in W} b_i/p^* = \sum_{i \in W} x_i^* < m$, hence $p^* > B/m$. Now, by setting $p = B/m$ and $x_i = b_i/p$ for any $i \in W$ (note that $v_i \geq p^* > B/m = p$), we get revenue exactly $B \geq F$, and $\sum x_i = m$, thus the claim follows. 

Claim 4.7 The adaptive cliniching auction does not perform any clinching before the price reaches $\hat{p} = \frac{m}{m+n} \cdot (1-\alpha) \cdot p^*$. 

Proof: We will show that, for any player $i$, $\sum_{j \neq i} D_j(\hat{p}) \geq m$, which implies the claim. Let $W = \{ j \mid x_j^* > 0 \}$, and $W_{-i} = W \setminus \{i\}$. For any $j \in W$, $v_j \geq p^* > \hat{p}$, hence $D_j(\hat{p}) = \left[ \frac{b_j}{p^*} \right]$. We therefore have

$$\sum_{j \neq i} D_j(\hat{p}) \geq \sum_{j \in W_{-i}} D_j(\hat{p}) \geq \sum_{j \in W_{-i}} \left[ \frac{b_j}{p^*} \right] \geq \sum_{j \in W_{-i}} \left( \frac{b_j}{p^*} - 1 \right) \geq \sum_{j \in W_{-i}} \frac{b_j}{p^*} - n$$

Next, we note that $\sum_{j \in W_{-i}} x_j^* = m - x_i^* \geq m - \alpha \cdot m = m(1-\alpha)$. This gives us:

$$\sum_{j \in W_{-i}} \frac{b_j}{p^*} - n = \frac{m+n}{m} \cdot \frac{1}{1-\alpha} \sum_{j \in W_{-i}} \frac{b_j}{p^*} - n \geq \frac{m+n}{m} \cdot \frac{1}{1-\alpha} \cdot \sum_{j \in W_{-i}} x_j^* - n \geq \frac{m+n}{m} \cdot \frac{1}{1-\alpha} \cdot m(1-\alpha) - n = m$$

which proves the claim. 

Theorem 4.8 The revenue of the adaptive cliniching auction is at least $\frac{m}{m+n} \cdot (1-\alpha) \cdot F$. 

Proof: By definition $F \leq m \cdot p^*$. The adaptive cliniching auction sells all items (by claim 4.4), and by claim 4.7 each item is sold for a price of at least $\hat{p} = \frac{m}{m+n} \cdot (1-\alpha) \cdot p^*$. Thus the revenue of the adaptive cliniching auction is at least $m \cdot \hat{p} = \frac{m}{m+n} \cdot (1-\alpha) \cdot (m \cdot p^*) \geq \frac{m}{m+n} \cdot (1-\alpha) \cdot F$. 

While it is clear why the $(1-\alpha)$ factor is essential in the statement of the theorem, it might be useful to see the role of the indivisibility factor. To demonstrate this, consider the following example. Suppose the number of items and bidders is equal, and all bidders have budget of 1 and value $\infty$. The monopoly sells one item to each player for a price of 1. The adaptive cliniching auction sells one item to each player, for a price of 1/2, since at this price $D_j^+ (1/2) = 1$ for every player $i$. Thus, there is a ratio of 1/2 between our revenue and the monopolistic revenue, as theorem 4.8 predicts.

5 Uniqueness of the Clinching Auction

In this section we show that the ascending clinching mechanism is essentially the only mechanism that is truthful, individually rational, and pareto optimal for the setting of publically known budgets. In the next section we utilize this result to show that there is no mechanism if the budgets are private.

Strictly speaking, we do not prove uniqueness for all possible budgets $b_1$ and $b_2$, but for “almost” all budgets. This is in a sense the best we can hope for, as, for example, for one item and $b_1 = b_2$ there are indeed multiple possible auctions (which are identical up to tie breaking). The following technical definition attempts to deal with this issue.
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Let $S = (S_1, S_2)$ be a partition of $\{1, \ldots, m\}$. Given $b_1, b_2 \geq 0$, define $b_{i}^{k,S}$ recursively, for each $1 \leq k \leq m$: for $k = m$, $b_{m}^{m,S} = b_1, b_{m}^{m,S} = b_2$. For each $1 \leq k \leq m - 1$, if $k \in S_1$ then: $b_{1}^{k,S} = b_{1}^{k+1,S} + b_{2}^{k+1,S} - b_{k+1,S}$. If $k \in S_2$ then: $b_{1}^{k,S} = b_{1}^{k+1,S} - b_{k+1,S} - b_{2}^{k+1,S}$. Notice that the resulting output is indeed identical to the mechanism described above.

**Theorem 5.1** Let $A$ be a truthful, pareto optimal, and individually rational mechanism for $m$ items and 2 players with known budgets $b_1$ and $b_2$ that are generic. If $v_1 \neq v_2$ then the output of $A$ coincides with the clinching auction.

The proof shows that all truthful, pareto optimal, and individually rational mechanisms has the same output under the conditions of the lemma. Since the adaptive clinching auction is truthful, pareto optimal, and individually rational, all other mechanisms coincide with it. Without loss of generality assume that $b_1 < b_2$. The proof is by induction on the number of items $m$. We start with the base case where $m = 1$.

**Lemma 5.2** All truthful, pareto optimal, and individually rational mechanisms for one item and 2 players with known generic budgets have the same output if $v_1 \neq v_2$.

**Proof:** We show that only possible mechanism is the following: the winner is the player $i$ that maximizes $\min(b_i, v_i)$. The winner pays the mechanism $\min(b_j, v_j)$, where $j$ is the other player$^8$.

It is easy to see that the above mechanism is indeed truthful. We now prove that this is the only possible mechanism. The proof proceeds by considering all possible cases:

- $\min(v_1, v_2) \leq b_1$: if the item is allocated to player $i$ with $v_i < v_j$, then the allocation is not pareto optimal: player $j$ can pay player $i$ $p = \min(v_j - \epsilon, b_i)$, for some small $\epsilon$ (notice that $p \leq b_j$, so player $j$ can indeed pay player $i$ this amount), get the item, and all players are better off.

- $v_1, v_2 > b_1$: we claim that player 2 must win the item. First observe that if $v_2 < v_1$ and $v_1 < b_2$, then the only pareto optimal allocation allocates the item to 2 (in the other allocation player 2 can buy the item from 1, and they are both better off). Suppose that there exists some $v'_2$ such that 2 wins the item (notice that his payment is at most $b_1$). By truthfulness, any declaration of $b_1 + \epsilon$, for any $\epsilon > 0$ should make him win the auction: else, his profit is zero, but by declaring $v'_2$ he gains some positive profit. However, notice that this allocation is not pareto optimal for some small enough $\epsilon > 0$, by our discussion. Notice that the resulting output is indeed identical to the mechanism described above.

We now continue the induction, assuming uniqueness for $m - 1$ items, and proving uniqueness for $m$ items. The logic is as follows. We start with some mechanism $A$ for $m$ items that is truthful, pareto optimal, and individually rational. We then explicitly describe the output (and payments) of $A$ on all inputs, except for inputs of the form $v_1, v_2 \geq \frac{b_2}{m}$. To characterize $A$’s behavior in this domain, we use $A$ to construct a new mechanism $A_{m-1}$ for $m-1$ items and different budgets. At

---

$^8$Notice that if the $b_1$ and $b_2$ are not generic, i.e., $b_1 = b_2$, then indeed this auction is not uniquely defined as if $v_1, v_2 > b_1 = b_2$ we can break ties in favor of both players, and still get a valid output.
the beginning $A_{m-1}$ will only be defined on $v_1, v_2 \geq \frac{b_i}{m}$. We will show that the output of $A$ on inputs where $v_1, v_2 \geq \frac{b_i}{m}$ is defined by the output of $A_{m-1}$.

Now we would like to finish the proof by claiming that $A_{m-1}$ is unique, by the induction hypothesis. However, since $A_{m-1}$ is not defined on all the domain of possible valuations, we cannot directly apply the induction hypothesis, as there might be other mechanisms if the domain of possible valuations is restricted. To overcome this, we will extend $A_{m-1}$, and define its output on all valuations in the domain. Then we will show that $A_{m-1}$ is pareto optimal, individually rational, and truthful, hence it is unique by the induction hypothesis. Now we can uniquely determine the output of $A$ on all possible valuations, and in particular in the domain $v_1, v_2 \geq \frac{b_i}{m}$, as needed.

We start by characterizing the mechanism $A$ for the “easy” case, where $\min(v_1, v_2) \leq \frac{b_i}{m}$ (the proof is similar in spirit to the proof of Lemma 5.2 and is omitted):

**Lemma 5.3** Let $A$ be a mechanism for $m$ items that is pareto optimal, individually rational, and truthful. If $\min(v_1, v_2) \leq \frac{b_i}{m}$, then $A$ allocates all items to the player with the highest value, and $i$ pays $m \cdot v_j$, where $j$ is the other player.

Let us now define the mechanism $A_{m-1}$. $A_{m-1}$ works on budgets $b_1' = b_1$ and $b_2' = b_2 - \frac{b_1}{m}$. Notice that $b_1'$ and $b_2'$ are generic, and that now it is not necessarily true that $b_1' \leq b_2'$. We start by defining $A_{m-1}$ on inputs where $v_1, v_2 > \frac{b_1'}{m}$: denote the output of $A$ given inputs $v_1$ and $v_2$ by $(\vec{x}, \vec{p})$, where $x_i$ is the amount that $i$ gets, and $p_i$ is his payment. Let the output of $A_{m-1}$ be $(x_1, p_1)$ for player 1 (i.e., as in $A$), and for player 2 set the output to $(x_2 - 1, p_2 - \frac{b_1}{m})$. In particular, observe that given the output of $A_{m-1}$ on valuations in this domain, we can deduce the output of $A$ on the same valuations.

We now extend the definition of $A_{m-1}$ for valuations where $\min(v_1, v_2) \leq \frac{b_i}{m}$. In this case we allocate all items to the bidder with the highest value, and his payment is $m - 1$ times the value of the other player.

**Lemma 5.4** $A_{m-1}$ outputs a feasible allocation, and is pareto optimal, individually rational, and truthful.

Before proving this lemma itself we will require the following helpful lemmas:

**Lemma 5.5** Let $A$ be a mechanism for $m$ items that is pareto optimal, individually rational, and truthful. Suppose that $\min(v_1, v_2) > \frac{b_i}{m}$. Then, a player that wins $x$ items pays at least $x \cdot \frac{b_i}{m}$.

**Proof:** Suppose that for some player $i$ there is a declaration $v_i$ that makes him get $x \geq 1$ items and pay $t < x \cdot \frac{b_i}{m}$. Consider now the case where player $i$’s valuation is $t/x < v_i' < \frac{b_i}{m}$. By Lemma 5.3 $i$ is allocated no items. However, $i$ is better off declaring $v_i$ instead of $v_i'$, since he is allocated $x$ items and has a positive profit: $x \cdot v_i' - t > 0$. $\square$

**Lemma 5.6** Let $A$ be a mechanism for $m$ items that is pareto optimal, individually rational, and truthful. Suppose that $v_2 > \frac{b_1}{m}$. Then, player 2 wins at least one item.

**Proof:** Suppose that there is a declaration $v_1$ that makes 1 win all items. By Lemma 5.5 the payment of player 1 is at least $m \cdot \frac{b_1}{m} = b_1$. His payment is exactly this expression, since his budget is $b_1$. By monotonicity, any declaration $v_1' > \frac{b_1}{m}$ should make him win all items. We get a contradiction for pareto optimality for $v_2 > b > v_1 > \frac{b_1}{m}$. $\square$
Lemma 5.7 Let $A$ be a mechanism for $m$ items that is pareto optimal, individually rational, and truthful. Suppose that $v_1 > \frac{b_1}{m}$. Then, if player 2 wins exactly one item pays $\frac{b_1}{m}$.

Proof: First, by Lemma 5.5, player 2 pays at least $\frac{b_1}{m}$ if he receives exactly one item. Let us see that he pays exactly this amount. Our first observation is that if player 2’s value is at most $\frac{b_1}{m}$ then he gets no items at all, by Lemma 5.3. However, if his value is above this expression, by Lemma 5.6 he wins at least one item. In other words, $\frac{b_1}{m}$ is his threshold value for receiving a non-empty bundle, and thus for some $t > 0$ the price for receiving $t$ items is $t \cdot \frac{b_1}{m}$. To see that $t = 1$, recall that by monotonicity constraints as a player bids higher the number of items he receives cannot decrease and thus his average payment per item cannot decrease too. As a result, the average payment per item is minimized in $t = 1$, and must equal to $\frac{b_1}{m}$, as needed. \hfill \square

Proof: (of Lemma 5.4) During the proof we abuse notation a bit and identify the output of $A$ with $A$, and the output of $A_{m-1}$ with $A_{m-1}$. We break the proof into several claims.

Claim 5.8 $A_{m-1}$ outputs a feasible allocation and is individually rational.

Proof: We show that $A_{m-1}$ is individually rational, i.e., a player that receives no items pays no items. The feasibility proof is trivial. If $\min(v_1, b_1) \leq \frac{b_1}{m}$, then we conduct a second price auction, and the loser pays nothing. Else, if player 1 is allocated no items in $A_{m-1}$, then he pays nothing, since $A$ is individually rational and 1 gets nothing also in $A$. Consider the case where player 2 is allocated no items in $A_{m-1}$. It means that it was allocated exactly one item in $A$, and by Lemma 5.7 his payment is $\frac{b_1}{m}$ in $A$, hence in $A_{m-1}$ his payment is 0. \hfill \square

Claim 5.9 $A_{m-1}$ is pareto optimal.

Proof: Again, we consider several cases. Consider first the case where $v_1, v_2 > \frac{b_1}{m}$. We will show that the players cannot trade items for money in a way that is profitable for both players. This is enough to prove that the allocation is pareto optimal. Observe that each player has the same amount of unused money from his budget in $A$ and in $A_{m-1}$: player 1 is allocated and charged the same as in $A$, and player 2 is charged $\frac{b_1}{m}$ less, but it holds that $b_2' - b_2 = b_1$. Also notice that a player that was allocated no items in $A$ will be allocated no items also in $A_{m-1}$. Thus, if both players want to exchange an item in $A_{m-1}$, they both want to exchange it also in $A$. However, by our assumption $A$ is pareto optimal, so this cannot happen.

Consider now the case where $\min(v_1, v_2) \leq \frac{b_1}{m}$. Let $b_i' = \min(b_1', b_2')$. First, observe that we have that if $b_i' = b_i$ then $\frac{b_i}{m} \leq \frac{b_i'}{m-1}$, since $b_i' = b_i$. For $b_i' = b_i' = b_2 - \frac{b_1}{m}$, we also have that $\frac{b_i'}{m-1} = \frac{b_2 - \frac{b_1}{m}}{m-1} \geq \frac{b_1}{m-1} \geq \frac{b_1}{m}$. Hence in this range, by Lemma 5.3, it is pareto optimal to allocate all items to the bidder with the highest value, as $A_{m-1}$ indeed does. \hfill \square

Claim 5.10 $A_{m-1}$ is incentive compatible.

Proof: Once again we consider the several different cases. Start with the case where $v_1, v_2 > \frac{b_1}{m}$, and suppose player $i$ declares $v_i' > \frac{b_i}{m}$ instead (and is allocated $x_i'$ items and pays $p_i'$). Clearly, $i \neq 1$, as the allocation and payment of player 1 are the same as in $A$, and $A$ is truthful. Suppose $i = 2$ is better off declaring $v_2'$: $v_2(x_2) - p_2 < v_2(x_2') - p_2'$. Observe that in $A$ we have that: $v_2(x_2 + 1) - (p_2 + \frac{b_1}{m}) < v_2(x_2' + 1) - (p_2' + \frac{b_1}{m})$, a contradiction to the truthfulness of $A$. 16
In the case where \( \min(v_1, v_2) \leq \frac{b_i}{m} \) player \( i \) is not better off declaring \( v'_i < \frac{b_i}{m} \), as in this range we essentially conducting a second price auction, which is truthful.

Suppose that \( v_1, v_2 > \frac{b_i}{m} \), and that player \( i \) declares \( v'_i < \frac{b_i}{m} \) instead. Notice that \( x'_i = 0 \), so \( i \) cannot increase his profit from declaring \( v'_i \).

Finally, suppose \( \min(v_1, v_2) \leq \frac{b_i}{m} \). Consider player \( i \) that declares \( v'_i > \frac{b_i}{m} \). Suppose \( v_j > \frac{b_i}{m} \), where \( j \) is the other player. Observe that if \( i \) wins some items, then by Lemma 5.5 \( j \) has to pay at least \( \frac{b_i}{m} \) for every item he wins, which is more than is value. If \( v_j < \frac{b_i}{m} \), then we conduct a second price auction, regardless of what \( i \) declares, and this auction is truthful.

By the induction hypothesis, we have that \( A_{m-1} \) is unique. By our discussion, this is enough to prove the uniqueness of \( A \) and this concludes the proof of the theorem.

### 6 An Impossibility Result for Private Budgets

Once the public-budgets case is completely analyzed, the impossibility for private budgets follows quite easily.

**Theorem 6.1** There is no truthful, incentive compatible, and pareto optimal mechanism if the budgets are private.

**Proof:** We utilize our uniqueness result for 2 players with known budgets. Since we characterized exactly how the mechanism behaves with given budgets, it suffices to show an example where a player is better off declaring a different budget than his real one. Notice that although we present the example for two bidders, the result for more bidders follows by adding more bidders with value and budget of zero.

Suppose that \( b_1 = 1, v_1 = \infty, b_2 = 1 + \sum_{k=2}^{m} \frac{1}{k} - \delta, v_2 = \infty \), for some small \( \delta > 0 \). (We might add some small perturbation to make \( b_1 \) and \( b_2 \) generic.) For each of the first \( m - 1 \) items our auction will allocate the item to player 2 and charge \( \frac{1}{k} \) for the \( k \)'th item. Then, player 1’s budget is finally bigger than player 2’s free budget, so player 1 wins the last item with a payment of \( 1 - \delta \).

Suppose now that player 1 declares \( b'_1 = 1 + \epsilon \) instead, for small enough \( \epsilon \). The resulting allocation is the same, but player 2 is charged \( \frac{1}{k} \) for the \( k \)'th item (for \( k > 1 \)). Thus, when the auction allocates the last item, player 2’s free budget is smaller than before: \( 1 - \delta - \sum_{k=2}^{m} \frac{1}{k} \). This is also the payment of player 1. Notice that player 1 is allocated one item, just as when declaring \( v_1 \), but his payment is smaller, so he better off declaring \( b'_1 \) instead of \( b_1 \).

### 7 The Infinitely-Divisible Good Setting

While the adaptive clinching auction may be applied in the infinitely divisible setting by treating it as a continuous time process, the analysis is not straight-forward. In this section we rely on this process to obtain an explicit closed-form auction for a divisible good setting, and we directly prove that it is incentive-compatible and pareto. We limit ourselves to the case of two bidders. We then show that if the budgets are equal then this auction is unique among all anonymous auctions, and we use this to derive a general impossibility result for anonymous mechanisms in the private-budget case.
7.1 An IC+PO mechanism for known budgets

We construct an incentive-compatibe and pareto-optimal mechanism for two bidders with publicly-known budgets. We start by analyzing two special cases, that will be used later on as building blocks for the general mechanism.

First special case: only one bidder with a budget limit. We first look at the case where only one of the players is budget-limited. Assume that \( b_1 = 1 \) (this is w.l.o.g) and \( b_2 = \infty \). Let us overview the course of the adaptive clinching auction for this case. As long as the price \( p \) is below 1 and below \( \min(v_1, v_2) \), both players demand all the quantity, and so no clinching occurs. If \( \min(v_1, v_2) \leq 1 \) then the player \( i \) with the minimal value will drop out when the price will reach her value, and the other player will get the entire quantity and will pay the lower value. Otherwise assume that \( \min(v_1, v_2) > 1 \). When the price exceeds 1, player 1 starts reducing her demand to quantities smaller than 1 (recall that \( D_i(p) = b_i / p \)). Therefore player 2 starts clinching the quantity that is not being demanded anymore by player 1. The total quantity clinched up to price \( p \) is \( 1 - D_1(p) = 1 - 1/p \) and thus player 2 clinches \( d(1 - D_1(p))/dp = 1/p^2 \) units at marginal price \( p \). The total payment of player 2 up to price \( p \) is obtained by integrating the product. This continues until the price reaches \( \min(v_1, v_2) \) (recall that player 2 has infinite budget, hence she never reduces her demand). Once we reach the point \( p = \min(v_1, v_2) \), the lower player drops, and the larger player gets the remaining quantity at the current unit-price. This leads us to “guess” that the following mechanism will be IC+PO for this special case:

**Definition 7.1 (Mechanism A)**

- If \( \min(v_1, v_2) \leq 1 \) then the high player gets everything at the second price: \( x_i = 1, p_i = v_j \) (and \( x_j = 0, p_j = 0 \)), where \( v_i > v_j \).
- Otherwise, if \( v_2 \geq v_1 \) then the high non-budget-limited player gets everything \( x_2 = 1 \) and pays \( 1 + \ln v_1 \).
- Otherwise, if \( v_1 > v_2 \) then the high player gets \( x_1 = 1/v_2 \) and pays \( p_1 = 1 \), while the non-budget-limited player gets \( x_2 = 1 - 1/v_2 \) and pays \( p_2 = \ln v_2 \).

We give an explicit proof that Mechanism A indeed satisfies PO and IC. In the proof, we use a slightly weaker assumption instead of \( b_2 = \infty \), a relaxation that will become important in the sequel.

**Proposition 7.2** Fix any two budgets \( b_1 \leq b_2 \). Then, mechanism A is pareto-optimal and individually-rational, and,

1. It is a dominant-strategy for player 1 to declare her true value.
2. If \( v_2 \leq e^{b_2 - 1} \) then it is a dominant-strategy for player 1 to declare her true value. More precisely, let \( u_2(z) \) denote player 2’s resulting utility when she declares \( z \). Then \( u_2(v_2) \geq u_2(z) \) for any real number \( z \).

**Proof:** Pareto-optimality follows directly from proposition 2.4 since in the first two cases the low bidder gets allocated 0, and in the last case, the high bidder has his budget exhausted.
Let us start by looking at the incentives of bidder 1. If \( v_2 \leq 1 \) then he is faced with exactly two possibilities \( x_1 = 1, p_1 = v_2 \) and \( x_1 = 0, p_1 = 0 \). It is clear that he prefers the former if and only if \( v_1 \geq v_2 \), which is what happens with the truth. If \( v_2 > 1 \) then he is faced with two possibilities: either declare some \( z \leq v_2 \) in which case he gets \( x_1 = 0, p_1 = 0 \) or declare some \( z > v_2 \) and get allocated \( x_1 = 1/v_2, p_1 = 1 \). His utility in the first case is \( u_i = 0 \) and in the second \( u_i = v_1/v_2 - 1 \), which is positive iff \( v_1 > v_2 \) and given to him by the mechanism when telling the truth \( z = v_1 \).

Now for bidder 2. The case \( v_1 \leq 1 \) is as before. Otherwise he may declare either \( z < v_1 \) getting \( x_2 = 1 - 1/z, p_2 = \ln z \) or declaring \( z \geq v_1 \) getting \( x_2 = 1, p_2 = 1 + \ln v_1 \). In the first case his utility is at most \( u_2(z) = v_2 - v_2/z - \ln z \) (it is exactly this term if \( p_2 \leq b_2 \), otherwise it is smaller). This term for \( u_2(z) \) is maximized for \( z = v_2 \) (by solving for \( du_2/dz = 0 \)). Thus in the first case his utility is at most \( v_2 - 1 - \ln v_2 \). In the second case his utility at most \( u_2 = v_2 - 1 - \ln v_1 \). If \( v_2 < v_1 \) then the former term is larger than the latter term, and indeed by declaring \( z = v_2 \) the player obtains a utility exactly equal to \( v_2 - 1 - \ln v_2 \) since when \( z = v_2 \) we have \( p_2 = \ln v_2 < \ln e^{b_2 - 1} < b_2 \). If \( v_2 \geq v_1 \) then the latter term is better, and indeed by declaring \( z = v_2 \) the player obtains a utility exactly equal to \( v_2 - 1 - \ln v_1 \) since in this case \( p_2 = 1 + \ln v_1 \leq 1 + \ln v_2 \leq 1 + \ln e^{b_2 - 1} = b_2 \). Thus declaring \( z = v_2 \) obtains maximal utility, no matter what is \( v_1 \).

Individual-rationality follows from incentive-compatibility, since a player can always obtain a zero utility by declaring \( v_i = 0 \).

**Corollary 7.3** Mechanism A is pareto-optimal and incentive-compatible, assuming only one bidder is budget-constrained.

**Second special case: bidders with equal budgets.** The second special case we analyze is when the budgets are equal. Assume without loss of generality that \( b_1 = b_2 = 1 \) and \( v_1 \leq v_2 \). In addition, it will be useful for the sequel to explicitly denote the initial quantity by \( Q \) (and not to assume \( Q = 1 \)).

We again “guess” the correct mechanism by looking at the course of the adaptive clinching auction. Similarly to before, while \( p \leq 1/Q \) no clinching occurs since each player demands all available quantity. At this point, the demand of both players is equal to available quantity, and hence from this point on both players will start clinching. Calculating the exact rate at which the clinching occurs is slightly more involved in this case. Let \( D_i(p), b_i(p) \) denote the current demand and remaining budget of player \( i \) at price \( p \), and let \( q_i(p) \) denote the total quantity that player \( i \) have received up to price \( p \). When the price reaches \( \min(v_1, v_2) \), the lower player drops and the higher player receives the remaining quantity, but before this point the two players are completely identical, so we can remove the subscript \( i \) from the three functions. We have

\[
D(p) = \frac{b(p)}{p}, \quad b'(p) = -q'(p) \cdot p
\]

directly from the definition of the adaptive clinching auction. It will turn out useful to construct the three functions so that clinching will continuously occur, for all prices \( p \geq 1/Q \). For this to happen, we need that the current demand of each player will always be exactly equal to the current available quantity (since in such a case, and only in such a case, when a player decreases her demand, the other player performs clinching). This means:

\[
D(p) = Q - 2 \cdot q(p)
\]
Solving these three equations, we get:

\[
q(p) = \frac{Q}{2} - \frac{1}{2 \cdot Q \cdot p^2}, \quad b(p) = \frac{1}{Q \cdot p}
\]

We next show explicitly that using these functions will indeed yield pareto optimality and incentive compatibility. Moreover, in the sequel (Theorem 7.9) we show that this is the unique anonymous mechanism that is PO and IC.

**Definition 7.4 (Mechanism B)** Assume that \(b_1 = b_2 = 1\) and \(v_1 \leq v_2\). Assume also that the initial available quantity is \(Q\).

- If \(v_1 \leq 1/Q\) then the high player gets everything at the second price: \(x_2 = Q, p_2 = v_1 \cdot Q\) (and \(x_1 = 0, p_1 = 0\)).

- Otherwise, the low player gets \(x_1 = Q/2 - 1/(2 \cdot Q \cdot v_1^2)\) and pays \(p_1 = 1 - 1/(Q \cdot v_1)\) and the high player gets \(x_2 = Q/2 + 1/(2 \cdot Q \cdot v_1^2)\) and pays \(p_2 = 1\).

**Proposition 7.5** Mechanism B is pareto-optimal, individually-rational, and incentive-compatible, in the case of publicly known and equal budgets.

**Proof:** Pareto-optimality follows directly from proposition 2.4: in the first case the high player gets all the quantity, and in the second case the budget of the high player is exhausted.

Let us consider the incentives of one bidder with value \(v_i\) when the other bids a fixed value \(v_j\). If \(v_j \leq 1/Q\) then bidder \(i\) can choose between declaring \(z \leq v_j\) in which case \(x_i = 0, p_i = 0\) and thus \(u_i = 0\) (in case of tie, if \(x_i = 1, p_i = v_j\) then we still have \(u_i = 0\)) to bidding \(z > v_j\) in which case \(x_i = Q, p_i = v_j \cdot Q\) and thus \(u_i = (v_i - v_j)Q\). The latter is better if and only if \(v_i > v_j\), and by bidding \(z = v_i\) player \(i\) gets the better option.

If \(v_j > 1/Q\), then bidder \(i\) can choose between declaring \(z < v_j\) in which case \(x_i = Q/2 - 1/(2 \cdot Q \cdot z^2), p_i = 1 - 1/(Q \cdot z)\) to bidding \(z > v_j\) in which case \(x_i = Q/2 + 1/(2 \cdot Q \cdot v_j^2), p_i = 1\). Thus the utility when bidding \(z < v_j\) is \(v_i(Q/2 - 1/(2 \cdot Q \cdot z^2)) - (1 - 1/(Q \cdot z)), \) and this is maximized by \(z = v_i\). Thus the utility when bidding \(z > v_j\) is at most \(v_i(Q/2 - 1/(2 \cdot Q \cdot v_j^2)) - (1 - 1/(Q \cdot v_i))\) (call this \(u^{(L)}\), and the utility when bidding \(z > v_j\) is exactly \(v_i(Q/2 + 1/(2 \cdot Q \cdot v_j^2)) - 1\) (call this \(u^{(H)}\)).

A short calculation shows that \(u^{(L)} > u^{(H)}\) if and only if \(v_i < v_j\). Therefore: (1) if \(v_i < v_j\) then a player will maximize his utility by obtaining a utility equal to \(u^{(L)}\), which can be obtained by declaring \(z = v_i\), and (2) if \(v_i > v_j\) then a player will maximize his utility by obtaining a utility equal to \(u^{(H)}\), which can be obtained by declaring \(z = v_i\). Thus no matter what is \(v_j\), declaring \(v_i\) will maximize player \(i\)'s utility. This proves incentive-compatibility.

Individual-rationality follows from incentive-compatibility, since a player can always obtain a zero utility by declaring \(v_i = 0\).

**The general case: bidders with arbitrary budgets.** We now reach the case of general budgets, and again wish to examine the course of the adaptive clinching auction before constructing the closed-form mechanism. Assume that \(b_1 = 1 < b_2\). When the price just crosses the point \(p = 1\) the situation is similar to the first special case from above: player 2 still demands all quantity so player 1 does not perform clinching, and player 1 starts reducing her demand, so player 2 starts to clinch. Using the equations found in the first special case from above, the total clinched quantity of
player 2 at price \( p \) is \( q_2(p) = 1 - 1/p \), and her remaining budget is \( b_2(p) = b_2 - \ln p \). This situation continues until the point where the available quantity at price \( p \) equals the demand of player 2 at that price, which can be found by solving:

\[
\frac{b_2 - \ln p}{p} = \frac{b_2(p)}{p} = D_2(p) = 1 - q_2(p) = \frac{1}{p}
\]

and the solution is \( p^* = e^{b_2 - 1} \). To verify, note that at this price the available quantity is \( 1/p^* \), and the remaining budget of player 2 is \( b_2(p^*) = 1 \). Hence player 2 demands exactly the remaining quantity. Looking at player 1 we can see that, since she did not clinch anything up to \( p^* \), her remaining budget is equal to her original budget, which was \( b_1 = 1 \). Thus the demand of player 1 at \( p^* \) is also \( 1/p^* \), again exactly equal to the remaining quantity. Therefore at \( p^* \) we have switched to a situation very similar to the second special case from above: both players have remaining budgets that are equal to 1, and at an initial price \( p^* \) simultaneously demand exactly the available quantity. Thus, the calculations of the second special case of above, setting \( Q = 1/p^* \), describe the course of the auction from this point until the end. In other words, we see that the general construction is simply a combination of the two special cases studied above. Note, of course, that the course of the above auction stops whenever the price reaches the point \( \min(v_1, v_2) \), and this can be in any of the three parts of the auction – at \( p < 1 \), at \( 1 < p \leq p^* \), or at \( p > p^* \). This description gives us the general mechanism:

**Definition 7.6 (General Mechanism)** Assume \( b_1 = 1 \leq b_2 \) and initial quantity of 1. Let \( p^* = e^{b_2 - 1} \).

- If \( \min(v_1, v_2) < p^* \) then run Mechanism A.
- Otherwise, allocate to player 2 an initial quantity of \( 1 - 1/p^* \) for a total price \( b_2 - 1 \). Allocate the remaining quantity \( Q = 1/p^* \) using Mechanism B, where the initial budget of player 2 at the mechanism is \( b_2 = 1 \), and the rest of the parameters are unchanged.

**Proposition 7.7** The General Mechanism is pareto-optimal and incentive-compatible in the case of publically known budgets.

**Proof:** We first prove pareto-optimality. If \( \min(v_1, v_2) < p^* \) then the outcome is determined by mechanism A, hence is pareto-optimal by proposition 7.2. If \( \min(v_1, v_2) \geq p^* \), then mechanism B is run, and inside it we always enter the second option, which implies that the high-value player pays 1. If this is player 1 then this exhausts her budget, and if this is player 2 then her total payment is \( (b_2 - 1) + 1 = b_2 \), so her budget exhausted as well. Thus by proposition 2.4 the outcome is indeed pareto-optimal.

We now prove incentive-compatibility. Consider first the incentives of player 1. If \( v_2 < p^* \) then mechanism A is used, no matter what player 1 reports, and the claim follows from proposition 7.2. Otherwise \( v_2 > p^* \). If \( v_1 < p^* \) then by the properties of mechanism B player 1 prefers receiving zero utility to receiving some quantity as a result of declaring some \( z > p^* \), since, in mechanism B, when \( v_1 < p^* \) player 1 gets nothing. Thus in this case player 1 maximizes utility by the truthful declaration. If \( v_1 > p^* \) then if she declares some \( z < p^* \) she gets zero utility while if she declares \( v_1 \) she gets a non-negative utility since mechanism B is individually rational. Thus she prefers to declare some \( z > p^* \) and since mechanism B is incentive-compatible it must be that \( z = v_1 \). This proves incentive-compatibility for player 1.
Now consider player 2. If \( v_1 < p^* \) then the proof is a before. Otherwise \( v_1 > p^* \). If \( v_2 < p^* \) then player 2 prefers getting nothing from mechanism B to getting some positive quantity as a result of declaring some \( z > p^* \), and she prefers getting from mechanism A a quantity that results from declaring \( v_2 \) to getting \( 1 - 1/p^* \) and paying \( b_2 - 1 \) (which results from declaring \( z = p^* \)). Thus player 2 prefers to declare \( v_2 \) over declaring some \( z > p^* \), and therefore by the incentive-compatibility of mechanism A she prefers to declare \( v_2 \) over any other declaration \( z \). If \( v_2 > p^* \) then player 2 prefers getting some quantity from mechanism B according to the declaration \( z = v_2 \) over not getting anything from mechanism B, since mechanism B is individually rational. Additionally, player 2 prefers the outcome \( x_2 = 1 - 1/p^* \) to getting \( 1 - 1/(v_2) \) and paying \( b_2 - 1 \) (which results from declaring \( z = p^* \)). Thus player 2 prefers the outcome resulting from declaring \( v_2 \) over any other outcome that results from declaring some \( z < p^* \). By the incentive compatibility of mechanism B, declaring \( v_2 \) will maximize player 2’s utility.

Therefore incentive-compatibility for player 2 follows.

Individual-rationality follows from incentive-compatibility, since a player can always obtain a zero utility by declaring \( v_i = 0 \).

7.2 Uniqueness for equal (and known) budgets

To show uniqueness we cannot simply use similar arguments to the ones of the discrete case, since there we used induction on the number of items, while here the number of items is fixed, in some sense. Thus we use completely different arguments, and rely on the additional property of anonymity. As defined, mechanism B is not really anonymous, breaking the tie \( v_1 = v_2 \) “in favor” of \( v_2 \). An anonymous mechanism with the same properties can be obtained by “splitting” in case of a tie:

**Definition 7.8 (Mechanism C)**

- If \( v_1 = v_2 = v \leq 1 \) then \( x_1 = x_2 = 1/2 \) and \( p_1 = p_2 = v/2 \).
- If \( v_1 = v_2 = v > 1 \) then \( x_1 = x_2 = 1/2 \) and \( p_1 = p_2 = 1 - 1/(2v) \).
- If \( v_1 \neq v_2 \) then run mechanism B.

It is not hard to verify that mechanism C maintains the properties IC and PO of mechanism B. Moreover, we show:

**Theorem 7.9** Mechanism C is the only anonymous mechanism for the divisible good setting that satisfies incentive compatibility (IC) and Pareto-optimality (PO).

**Proof:** Let us fix a mechanism that satisfies the above properties and reason about it. In the rest of the proof we denote the smaller value by \( v_i \), thus \( v_i \leq v_j \).

**Step 1:** We first handle the case of \( v_i \leq 1 \). If also \( v_j < 1 \) then \( p_j \leq v_j < 1 \) and thus PO implies \( x_i = 0 \) and \( x_j = 1 \). By the usual arguments of IC we must have \( p_j = v_i \). Now for values \( v_j \geq 1 \), if \( x_j = 1 \) then by IC \( p_j \) is determined by \( x_j \) and thus is \( p_j = v_i \). Otherwise \( x_i > 0 \) and thus by PO \( p_j = 1 \) but this is a contradiction to IC since declaring a value \( v_i < v'_j < 1 \) both increases \( x_j \) and decreases \( p_j \).
Step 2: We will now show that there exist functions \( q(t) \) and \( p(t) \) such that whenever \( v_i < v_j \) then \( x_i = q(v_i), p_i = p(v_i), \) and \( x_j = 1 - q(v_i), p_j = 1 \). I.e. the low player’s value determines the allocation between the two players as well as his own payment, while the high player exhausts his budget. First assume to the contrary that for some \( 1 < v_i < v_j, \) \( p_j < 1, \) and thus by PO \( x_i = 0, \) \( p_i = 0, \) and \( x_j = 1. \) But then a bidder with \( p_j < v_j' < 1 < v_i \) that, according to step 1, gets nothing, would be better off declaring \( v_j \) and getting positive utility, in contradiction to IC. Thus \( p_j = 1 \) whenever \( 1 < v_i < v_j. \) Thus, by IC, for a fixed \( v_i, \) different values of \( v_j \) must get the same \( x_j, \) i.e. \( x_j \) depends only on \( v_i. \) By PO, \( x_i = 1 - x_j \) and thus it also only depends on \( V_i, \) and then by IC \( p_i \) must be determined uniquely by \( x_i \) and thus depends only on \( v_i. \)

Step 3: Using IC as usual, we have that for any \( 1 < t < t' < v_j; \) \( t(q(t') - q(t)) \leq p(t') - p(t) \leq t'(q(t') - q(t)). \) As usual this implies that \( dp/dt = t · dq/dt \) or, more precisely, since we do not know that \( q \) is differentiable or even continuous, that \( p(t) = tq(t) - \int_{t}^{t'} q(x)dx, \) where integrability of \( q \) is a direct corollary of its monotonicity. (This already takes into account the boundary condition that for \( t \) approaching 1 from above, \( q(x) \) must approach 0, as otherwise for the fixed limit \( \delta > 0 \) we will have that for every value of \( v_2 > v_1 > 1, \) we will have \( x_2 \leq 1 - \delta, \) which by IR implies \( p_2 < 1 \) and thus contradicts PO.)

Step 4: Using IC we have that for \( 1 < t < v_j < t': \) \( tq(t) - p(t) \geq t(1 - q(t')) - 1 \) and \( t'(q(v_j) - p(v_j)) \geq t'(1 - q(v_j)) - 1 \) Letting \( t, t' \) approach \( v_j \) we have that \( tq(t) - p(t) = t(1 - q(t)) - 1, \) i.e. \( p(t) = 1 + t(2q(t) - 1) \) for all \( t \) except for at the at most countably many points of discontinuity of \( q. \)

Step 5: Combining the last two steps we have \( 1 + t(2q(t) - 1) = tq(t) - \int_{t}^{t'} q(x)dx, \) i.e. \( q(t) = 1 - 1/t - \int_{t}^{t'} q(x)dx/t, \) except for at most the countably many points of discontinuity of \( q. \) The solution to this differential equation, is \( q(t) = 1/2 - 1/(2t^2), \) which gives \( p(t) = 1 - 1/t. \) The uniqueness of solution is implied since if another function satisfies the equation everywhere except for countably many points, then the difference function \( d(t) \) would satisfy \( d(t) = -(\int_{t}^{t'} d(x)dx)/t \) everywhere except for countably many points, which only holds for \( d(t) = 0. \)

7.3 The impossibility for private budgets

From theorem 7.9 we rather easily deduce:

**Theorem 7.10** There exists no anonymous, incentive compatible, and pareto-optimal mechanism for the divisible good setting, for the case of privately known budgets \( b_1, b_2. \)

**Proof:** We first note that by direct scaling of theorem 7.9 we have that that the only anonymous IC+PO mechanism for the case of a publically known budget \( b_1 = b_2 = B \) gives \( x_i = (1 - B^2/v_i^2)/2, \) \( p_i = B(1 - B/v_i), \) \( x_j = (1 + B^2/v_i^2)/2, \) \( p_j = 1 \) for the case \( 1 < v_i < v_j, \) and \( x_j = 1, p_j = v_i, x_i = 0, p_i = 0 \) for the case \( v_i < 1 \) and \( v_i < v_j. \)

Let us now assume to the contrary that an anonymous IC+PO auction existed, then for any fixed values of \( b_1, b_2 \) it must be identical to the scaled version of mechanism C. Now let us look at a few cases with \( v_1 = 2, v_2 = 2 + \epsilon. \) First let us look at the case \( b_1 = b_2 = 1. \) The previous theorem mandates that in this case \( x_1 = 3/8, p_1 = 1/2 \) and \( x_2 = 5/8, p_2 = 1, \) (and thus \( u_2 = 1/4 + O(\epsilon). \))

Now let us look at the case where \( b_1 = b_2 = 2 - \epsilon. \) Again the theorem 7.9 with scaling mandates that \( x_1 > 0 \) and also \( u_1 > 0. \)
Now let us look at the case of $b_1 = 1$ and $b_2 = 2 - \epsilon$. If $x_2 < 1$ then, by PO, $p_2 = b_2 = 2 - \epsilon$, and thus $u_2 < 2\epsilon$, which means that player 2 has a profitable lie stating $b_2 = 1$. Thus $x_2 = 1$ and $x_1 = 0$, but then player 1 has a profitable lie stating that $b_1 = 2 - \epsilon$. □
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