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Region and State Classification 
 
 
 
 
 
 
 
 
 
 
 
 
 
!  Develop Twitter geolocation and regional 
classification based on sparse coding and 
dictionary learning 

Classification on Compressed Data 

Twitter Geolocation and Regional Classification via Sparse Coding 
 

Miriam Cha, Youngjune Gwon, and H.T. Kung 

Approach 

Objectives 

Introduction Results 

Conclusion and Future Work 

Evaluation 

SC gives decreased error by ~100 km 
compared to Raw throughout all 
reported amounts of labeled data 

Sparse Coding 
Represent x as a linear combination of basis 
vectors in D 

Geolocation and Region/State Classification 

 
!  As the amount of labeled training samples is 
limited in practice, such advantage of sparse 
coding is attractive 

CMU GeoText Dataset 
!  Geo-tagged microblog corpus  
Ø  http://www.ark.cs.cmu.edu/GeoText/ 
Ø  377,616 Twitter messages from 9,475 users 

within continental US over one week 
Ø  All user geolocations known (latitude, 

longitude) 

Experimental Methodology 
!  Three types of embedding schemes (binary bag-
of-words, word-counts, word-sequence) 
!  For a fair comparison, we follow the identical 
experimental methodology as Eisenstein et al. 
(2010) 

 
!  Twitter’s location service enables users to 
add location information to their Tweets 
!  Location information of  message is useful  
    (e.g., consumer marketing) 
Ø  However, < 3% of messages are geo-

tagged† 

!  Machine learning can geolocate based on 
message content 
Ø  Previously, best results are from 

supervised model-based approaches 
!  We focus on unsupervised data-driven 
approach, namely sparse coding, to take 
advantage of abundance of unlabeled messages 
to geolocate 

Twitter 
   

Motivation 

† C. Weidemann, Journal of Geoinformatics	  

Geolocation errors. Values are mean (median) in km 

Performance comparison summary 

Achieves 9% gain for region 
classification and 14% gain for 

state classification 

Our method applied to word-sequence 
vectors achieves the best performance 

Voting-based Grid Selection in Geolocation 
Similarity matching in feature space  (sparse code domain) 
•  Find k-Nearest Neighbors (kNNs) in sparse codes 
•  Look up reference locations of kNNs to compute 

geocoordinate estimate 

Ø  Estimate latitude and longitude with 
Twitter message content 

Ø  Classify US state and region using 
message content 

Over 270 million active users  

Most popular microblog service 

500 million tweets per day 
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Table 1: Geolocation errors. The values are mean (median) in km.
Raw SC SC+PCA SC+Raw SC+voting SC+all

Binary 1024 (632) 879 (722) 748 (596) 861 (713) 825 (529) 707 (489)
Word counts 1189 (1087) 1042 (887) 969 (802) 1022 (863) 998 (511) 926 (497)
Word sequence – 767 (615) 706 (583) 671 (483) 715 (580) 581 (425)
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Table 2: Performance comparison summary
Geolocation error Classification accuracy
Mean Median Region State

Our approach 581 425 67% 41%
Eisenstein et al. 845 501 58% 27%
W&B 967 479 – –
Roller et al. 897 432 – –

Abstract

Evaluation

We evaluate our baseline methods and enhancements empir-
ically, using the GEOTEXT dataset. This section will present
a comparative performance analysis against other text-based
geolocation approaches of significant impact.
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Table 1: Geolocation errors. The values are mean (median) in km.
Raw SC SC+PCA SC+regD SC+Raw SC+voting SC+all

Binary 1024 (632) 879 (722) 748 (596) 846 (701) 861 (713) 825 (529) 707 (489)
Word counts 1189 (1087) 1042 (887) 969 (802) 1020 (843) 1022 (863) 998 (511) 926 (497)
Word sequence – 767 (615) 706 (583) 735 (596) 671 (483) 715 (580) 581 (425)

Table 2: Performance comparison summary
Geolocation error Classification accuracy
Mean Median Region State

Our approach 581 425 67% 41%
Eisenstein et al. 845 501 58% 27%
W&B 967 479 – –
Roller et al. 897 432 – –

Overall, our methods applied to word-sequence vectors
achieve the best performance. PCA whitening substantially
improves the baseline (SC), especially on patches taken
from binary embedding. We have appended binary embed-
ding for SC+Raw on patches from word sequence vector
and achieved the most impressive performance gain. Each of
these enhancements individually has decreased geolocation
errors for all embedding schemes. When all enhancements
are applied, the combined scheme achieves the best results
for each embedding scheme.

Figure 3 depicts the general trend that sparse coding out-
performs Raw as a function of the amount of words in the
labeled document. We observe the general trend that as more
labeled datasets are available, geolocation error decreases
for both Raw and sparse coding. When labeled dataset is
limited, the result for sparse coding with N = 64 is par-
ticularly striking, showing decreased geolocation errors by
approximately 100 km compared to Raw, throughout all re-
ported amounts of labeled data. Note that SC (w/ N = 64)
at 2 × 106 labeled data performs about the same as Raw at
3.7× 106. As the amount of labeled training samples is lim-
ited in practice, such advantage of sparse coding is attractive.
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Figure 3: Median location error vs. size of labeled dataset.

Performance comparison. Table 2 presents a summary that
compares the geolocation and regional classification perfor-
mances of our approach and the previous work. We have
achieved a 9% gain for region classification over Eisenstein
et al., and a 14% gain for state classification.

Conclusion and Future Work

We have shown that twitter geolocation and regional clas-
sification can benefit from unsupervised, data-driven ap-
proaches such as sparse coding and dictionary learning.
Such approaches are particularly suited to microblog scenar-
ios where labeled data can be limited. However, a straight-
forward application for sparse coding would only produce
suboptimal solutions. As we have demonstrated, competitive
performance is attainable only when all of our enhancement
steps are applied. In particular, we find that raw feature aug-
mentation and an algorithmic enhancement by voting-based
grid selection have been significant in reducing errors. To the
best of our knowledge, the use of sparse coding in text-based
geolocation and the proposed enhancements are novel. Our
future work includes a hybrid method that can leverage the
strengths of data-driven and model-based approaches and its
evaluation in both US and worldwide data.
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Conclusion 
!  Twitter geolocation and regional 
classification can benefit from unsupervised, 
data-driven approaches such as sparse coding 
and dictionary learning 
!  Achieve competitive performance standing at 
581 km mean and 425 km median location 
errors for GeoText dataset 
!  Our classification accuracy for 4-way US 
regions is a 9% improvement over the best 
topical model in prior literature, and the 14% for 
48-way US states 

Future Work 
!  Evaluation in both US and worldwide data 
!  Hybrid method that can leverage the strengths 
of data-driven and model-based approaches 
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