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Average Case Analyses of List Update Algorithms,
with Applications to Data Compressiont

S. Alberg and M. Mitzenmachér

Abstract. We study the performance of the Timestamp (0) (TS(0)) algorithm for self-organizing sequential
search on discrete memoryless sources. We demonstrate that TS(0) is better than Move-to-front on such
sources, and determine performance ratios for TS(0) against the optimal off-line and static adversaries in
this situation. Previous work on such sources compared on-line algorithms only with static adversaries. One
practical motivation for our work is the use of the Move-to-front heuristic in various compression algorithms.
Our theoretical results suggest that in many cases using TS(0) in place of Move-to-front in schemes that use
the latter should improve compression. Tests using implementations on a standard corpus of test documents
demonstrate that TS(0) leads to improved compression.
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1. Introduction. We study deterministic on-line algorithms for self-organizing se-
guential search. Consider a setroitemsxy, Xo, ..., X, that are stored in an unsorted
linear linked list. At any instant of time, an algorithm for maintaining this list is presented
with a requestthat specifies one of theitems. The algorithm must serve this request
by accessindhe requested item. That is, the algorithm has to start at the front of the list
and search linearly through the items until the desired item is found. Serving a request
to theith item in the list incurs a cost 6f Immediately after a request, the requested
item may be moved at no extra cost to any position closer to the front of the list; this
can lower the cost of subsequent requests. At any time two adjacent items in the list
may be exchanged at a cost of 1; these moves are qaiddexchangesThe goal is to
serve asequence of requesie that the total cost incurred on that sequence is as small as
possible. A list update algorithm typically work®-ling, i.e., when serving the present
request, the algorithm has no knowledge of future requests.

Early work on the list update problem assumes that a request sequence is generated by
a probability distributiond = (pg, p2, ..., pn). A request to itenx; occurs with prob-
ability p;; the requests are generated independently. The following on-line algorithms
have been investigated extensively:

e Move-to-front (MTF): Move the requested item to the front of the list.
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e Transpose (T):Exchange the requested item with the immediately preceding itemin
the list.

e Frequency count (FC):Maintain a frequency count for each itemin the list. Whenever
an item is requested, increase its count by 1. Maintain the list so that the items always
occur in nonincreasing order by frequency count.

In this paper we again investigate the list update problem under the assumption that a
request sequence is generated by a probability distributien (p1, po, ..., pn); that

is, it is generated by a discrete memoryless source. We note that this assumption is
a suitable first approximation in many applications, especially within specific request
intervals. For example, if the request sequence consists of alphanumeric characters from
the concatenation of a set of files, modeling each file by a different probability distribution
depending on its type provides a first-order approximation of behavior over request
intervals corresponding to each file.

Although our assumption of a memoryless source is only a first approximation for real
applications, our analysis provides a great deal of insight into how list update algorithms
perform. Moreover, our techniques can be applied to higher-order models as well. For
instance, if the sequence is generated by a Markov chain, so that the probability of
a letter appearing depends only on the previous letter, generalizing our techniques is
straightforward.

Our work is motivated by the goal to present a universal algorithm that achieves
a good competitive ratio (in the Sleator and Tarjan model, to be presented) but also
performs especially well when requests are generated by distributions. Previous results
have shown that MTF is such an algorithm, whereas algorithms T and FC are not. More
specifically, MTF achieves an optimal competitive ratio of 2 and has a good behavior
on probability distributions. Algorithms T and FC have an even better performance on
distributions but do not achieve a constant competitive ratio. Our main contribution is to
show that there is an algorithm that has an even better overall performance than MTF.
The algorithm we analyze belongs to the Timestamdamily of algorithms [1] that
were introduced in the context of randomized on-line algorithms and are defined for any
real numberp € [0, 1]. For p = 0, the algorithm is deterministic and can be formulated
as follows:

e Algorithm TS(0): Insert the requested item, sayin front of the first item in the
list that has been requested at most once since the last request fohas not been
requested so far, leave the positiorxainchanged.

As an example, consider a list of six items being in the oldex; — X, — X4 —
Xg — X1 — Xs. Suppose that algorithm TS(0) has to serve the second requesirto
the request sequenee= ... X1, X2, X2, X4, X3, X3, X1. [temsx, andxs were requested
at most once since the last requeskipwhereas<; andxs were both requested twice.
Thus, TS(0) will inserk; immediately in front of, in the list.

In [1] it was shown that TS(0) achieves a competitive ratio of 2 on any request se-
guence, as does MTF [17]. Here we demonstrate that TS(0) performs better on distribu-
tions, both by developing a formula for the expected cost per request, and by comparing
TS(0) with the optimal static and dynamic off-line algorithms.

Since our results show that TS(0) performs better than MTF on distributions, we
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consider applying the algorithm in the context of data compression, where MTF has
been used to develop a locally adaptive data compression scheme [4]. Here we prove
that, for all distributionsp = (p1, P2, ..., Pn), the expected number of bits needed by

a TS(0)-based encoding scheme to encode one symbol is linear in the entropy of the
source. Our implementations also demonstrate that in practice TS(0)-based schemes can
achieve better compression than MTF schemes.

1.1. Comparison with Previous Work We briefly review the main results in the model
where a request sequence is generated by a probability distribution. The performances of
MTF, T, and FC have generally been compared with that obfitanal static ordering
which we call STAT. The optimal static ordering first arranges the itgritsnonincreas-

ing order by probabilitieg; and then serves a request sequence without changing the
relative positions of items. For any algorithlet E A(p) denote the asymptotic expected
costincurred by algorithmAin serving one requestin arequest sequence generated by the
distributionp. Rivest [15] showed that, for afi, Erc(P)/Estar(P) = 1. However, algo-

rithm FC has the drawback thatit adapts very slowly to changing probability distributions.
Chung et al. [6] analyzed the MTF rule and prov&ghe () / Estar(p) < 7/2 ~ 1.5708

for all p. This bound is tight because Gonnet et al. [8] showed that one capdiwith
Emte(Po)/Estar(Po) > « for any« arbitrarily close tar/2.

More recent research on the list update problem was inspired by Sleator and Tarjan
[17] who suggested comparing the performance of an on-line algorithm with that of
an optimal off-linealgorithm. An optimal off-line algorithm knows the entire request
sequence in advance and can serve it with minimum cost. An on-line algoAtisn
called c-competitive if, for all request sequences, the cost incurred\liy at mostc
times the cost incurred by the optimal off-line algorithm. Sleator and Tarjan proved that
the MTF algorithm is 2-competitive. They also showed that algorithms T and FC are not
c-competitive for any constamtthat is independent of the list sire The competitive
ratio of 2 is the best ratio that a deterministic on-line algorithm for the list update problem
can achieve [13].

In classical data compression theory, it is often assumed that a discrete memoryless
source generates a strilgto be compressed. The strilgconsists osymbolswhere
each symbol is an element in the alphaBet {Xq, X, ..., X,}. Each symbol is equal
to x; with probability p;. Bentley et al. [4] showed how any list update algorithm can
be used to develop a data compression scheme. The idea is to convert th&stfing
symbols into a strind of integers. Whenever the symbxglhas to be compressed, an
encoder looks up the current position®fn a linear list of symbols it maintains, outputs
this position, and updates the list. A decoder that receives the dtiiag recover the
original message by looking up in its own linear list, for each integérreads, the
symbol that is currently stored at positignThe decoder also updates its list. Clearly,
when the string of integers is actually transmitted, each integer in the string should
be coded again using a variable length prefix code. Bentley et al. showed that, for all
P = (p1, P2, ..., Pn), the expected number of bits needed to encode one symbol in a
string Susing the MTF rule is linear in the entropy of the source. By Shannon’s source
coding theorem, this is optimal, up to a constant factor. Bentley et al. also showed that,
for any stringS, the average number of bits needed by MTF to encode one symBol in
is linear in the “empirical entropy” of the string.
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Recently, Grinberg et al. [9] proposed a modification of the MTF encoding, which
they callMTF encoding with secondary list¥hey implemented the new compression
scheme but their simulations do not show an explicit comparison between MTF and
MTF with secondary lists. Also recently, a fast and efficient compression scheme that
uses MTF encoding as a subroutine has been developed [5]. This algorithm appears
competitive with those used in standard compression tools, and thus the examination of
alternatives to MTF may lead to better practical compression algorithms.

1.2. Our Results An important aspect in our work is that we compare the expected
cost incurred by an on-line algorithm with that of the optimal off-line algorithm, which
we denote by OPT. We recall that OPT may rearrange the list after each request and is
not forced to serve a request sequence using the optimal static ordering.

Firstwe develop aformula for TS(0)'s expected coston a distribygien(py, p2, .. .,
pn). This formula implies that if we have a distributigiwith p; = 1/n, for all i, then
MTF and TS(0) have the same expected cost. On all other distributions, TS(0) has a
smaller expected cost. Then we compare TS(0) with the optimal off-line algorithm OPT
and showE+s(p)/Eopt(P) < 1.5 for all distributionsp. This is a performance MTF
cannot match becaudgyrr(Po)/Estar(Po) > 1.57 for somepg, and when MTF is
compared with OPT the ratio might even be worse. We also show that, fqi angt any
¢ > 0, the cost of TS(0) is at most3+ ¢ times the cost of OPT with high probability
on sufficiently long sequences. It is worthwhile noticing that 1.5 is the best lower bound
currently known on the competitiveness that can be achieved by randomized list update
algorithms against an oblivious adversary [18]. Thus, the performance ratio of TS(0) on
distributions is at least as good as the performance ratio of randomized algorithms on
any input. Finally, we evaluate TS(0) against the optimal static ordering and show, for
all p, Ers(p)/Estar(p) < 1.34.

Given these results, we examine the potential of TS(0) in compression algorithms.
As previously mentioned, we prove that, for all distributiofis= (p1, p2, ..., Pn),
the expected number of bits heeded by a TS(0)-based encoding scheme to encode one
symbol is linear in the entropy of the source. Our upper bounds are slightly better than
similar upper bounds for MTF encoding in this case. We also prove that, for any string
S, the average number of bits needed by TS(0) to encode one symiSoiifinear
in the empirical entropy ofs. Our bound is the same as that given for MTF by [4].
Moreover, we provide evidence that TS(0)-based compression schemes can outperform
MTF-based compression schemes in practical situations by implementing these com-
pression algorithms and testing them on the standard Calgary Compression Corpus files
[19]. In almost all of our tests, TS(0) encoding achieves a better compression ratio than
MTF encoding. We note that further experiments on the performance of compression
schemes based on list update algorithms, including TS(0) and MTF, have recently been
performed by [2].

2. Analyses for the List Update Problem. In this section we begin by demonstrating

that the asymptotic expected cost of TS(0) is always at most that of MTF on discrete
memoryless sources. We then elaborate on this conclusion by determining the competi-
tive ratio of TS(0) on such sources, against both dynamic and static adversaries.
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First, we formally define the asymptotic expected cost of a list update algoAthm
Given a probability distributiond = (pz, p2, ..., pn) and a request sequence generated
according top, the configuration of\’s list follows a Markov chain, witm! states, that
converges to a stationary distribution. For any of thetatesS, 1 <i < n!, let g; be
the stationary probability df . Furthermore, for any item, 1 < j < n, let pos(x;, S)
be the position ok; in the list configuration represented By The asymptotic expected
costea(xj) incurred by algorithmA is serving a request to itery in a request sequence
generated according {ois x;'s expected position in the list, i.e.,

ea(xj) = Y ¢ pos(x, S).
1<i<n!
The asymptotic expected cost incurred Ayin serving a single request in a request
sequence generatedfio= (p1, P2, ..., pn) iS

Ea() = ) piealx).
j=1

2.1. The Expected Cost @5(0). To bound the expected cost per request of TS(0), we
first prove a useful lemma.

LEMMA 1. Consider any point in the request sequence where there have been at least
three requests forixand % . Then x precedes xin the list maintained by S(0)if and
only if a majority of the last three requests forand % have been for x

ProoFr  We show that the item of the pdix;, x; } that was requested most often during
the last three requests precedes the other item of théxpak; } in TS(0)’s list. Suppose
that a majority of the last three requestsxXpandx; has been tg; . Itemx; was requested

at least twice during these three last requests. First consider the case that the last request
for x; andx; has been te;. Then, at that last request, TS(0) mowesit some position

in front of x;, provided thatx; did not precede; already, becausg was requested at
most once since the last requesktoNow assume that the last requestfpandx; has
been tax;, i.e., the last three requests fgrandx; arex; x; X;. After the second request to
Xi, itemx; must preceds; in TS(0)’s list. Algorithm TS(0) has the important property
that if it serves a request to an ite then all items preceding in the list that were
requested at most once since the last requesgtdce stored consecutively in front .

In other words, ifx; is inserted in front of the first item in the list that was requested at
most once since the last requeskipthenx; does not pass an item that was requested at
least twice since the last requestdo These statements were shown in [1]. Therefore,
when TS(0) serves the requesiidn the subsequenogx; x;, thenx; does not move in
front of x;. O

THEOREM1. For any probability distributionp = (p1, p2, ..., Pn),
(a) the asymptotic expected cost incurred B$(0) in serving a request to item; x

1<j<n,is

p? + 3p? Pj
ers(x) = Z (Ip| ¥ p;)3
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(b)

- Pi pj (p — Dj)z)
Ers(P) = 2_ .
= ) b+ D ( (P + py)2

l<i<j=n

PROOF  (a) The cosers(xj) is 1 plus the expected number of items x; # X;, that
precede; inthe list. LetA;; be the eventthag precedes; in the list when TS(0) serves
arequest tj. We compute the asymptotic probabilRyob(A;;) using Lemma 1.

Lemma 1 implies that the evei; occurs if and only if the last three requests fpr
andx; are(B1) xixixi; (B2) xixiX;j; (B3) XiX;Xi; or (Bs) Xjxix. It is not hard to verify
that Prob(B;) = p2/(pi + p;)° andProb(By) = p?pj/(pi + pj)3, fork = 2,3, 4.
Therefore Prob(Aij) = (p? + 3p?p;)/(pi + pj)3 and

" M_l Zp.+3p.pn

ers() =1+ ) Prob(Aj) =1+ 3 7o se = (P + P

i#] i#]
(b) The asymptotic expected cost incurred by TS(0) on one request is

) 51 3p
Ers(P) = Zp,m(x,)—fZZ D (F(’p . E)@)

j=1li=

pi pj (P2 + 6pi p; + pj)

= —+_ p +

2 2 JZJ:- ] 1§i2<j:§n (pi + pj)3

" P pj (P2 + 6pi pj + P2

— pj_l_ Z (B o N ] i ]3 f

j=1 1<i<j<n (pi + pj)
_ pp [ PF+6pip+ P,

i + Pj (pi+pj)2

1<izj<n P
) Pi Py (2_ (pi — pj)2> 5
1<i5jen P TP (pi + p))?

COROLLARY 1. For any probability distributionp = (p1, p2, ..., Pn),

- - (pi — p])
Emtr(P) — Ers(p) = pi pj
1<,X<J:<n e+ p)?

ProOOF Rivest [14] showedEyte(P) = > 1-i<n 2P Py /(Pi + By). Using part (b) of
Theorem 1, the result follows immediately. O

2.2. Performance against Dynamic Off-Line Algorithms

THEOREM2. For any probability distributionp = (py, p2, - .., Pn),
Ers(P) < 3Eopt(P).
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PROOF The analysis consists of two main parts. In the first part we show that, given
a fixed request sequeneg the cost incurred by TS(0) and OPT encan be divided
into costs that are caused by each unordered{gaiy} of itemsx andy, x # y. This
technique of evaluating cost by considering pairs of items was also used in [3], [11], and
[1]. In the second part of the analysis we show that, for each{pay}, the asymptotic
expected cost paid by TS(0) is at most 1.5 times the asymptotic expected cost incurred
by OPT.

In the following we always assume that serving a request totthgem in the list
incurs a cost of — 1 rather tham. If Ers(p) < gEopT( p) holds in this(i — 1)-cost model
then the inequality also holds in the&ost model. (We note that the reverse statement does
not necessarily hold.) Now consider a fixed request sequence (1), 0 (2), ..., o(m)
of lengthm. For an algorithmA € {TS(0), OPT}, let Ca(t, X) denote the cost caused
by item x when A serves request(t). That is,Ca(t, X) = 1 if x precedes the item
requested by (t) in A’s list at timet; otherwiseCa(t, X) = 0. For any paifx, y} of
itemsx #£ vy, let p(x, y) be the total number of paid exchanges tAahcurs in moving
x in front of y or y in front of x. Recall that in a paid exchange, an item, which is not
accessed by the present request, is exchanged with the immediately preceding item in
the list. The cost incurred bj ono can be written as

{x.y} te[l,m] te[l,m]
XAY a(t)=x o=y

Cale) =) (Z Calt,y)+ Y Cat.x) + p(x, y)) :

Now, for any unordered palx, y} of itemsx andy, with x # vy, letoyy be the request
sequence that is obtained framif we delete all requests that are neithextoor toy.
Let Crs(oxy) be the cost incurred by TS(0) if it serveg, on a two item list that consists
of only x andy. In [1] it was shown that if TS(0) serves on the long list, then the
relative position o andy changes in the same way as if TS(0) serwgson the two
item list. Therefore,

Crs(oxy) = Y Crs(t,y) + Y Crs(t, %)

te[l,m] te[l,m]
o(th=x ot)=y

and
(1) Crs(0) = Y _ Crs(oxy)-

x.yt
XAy

Note that TS(0) does not incur paid exchanges and hpacey) = 0 for all pairs{x, y}.
The optimal cosCopr(o) can be written in a similar way:

Copt(oxy) < Y, Coprlt,y) + Y Copr(t, X) + P(X, y)

te[l,m] te[l,m]
o(t)=x o=y

and
2) Copr(0) = Y Copr(oxy).

{x.y)
Xy
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Here, only inequality signs hold because if OPT sewwgson the two items list, then

it can always arrange andy optimally in the list, which might not be possible if OPT
servess on the entire list. In fact, an optimal off-line algorithm for serving a request
sequenceyy on a two item list can be specified easily: whenever there are at least two
consecutive requests to the same item, that item is moved to the front of the list after
the first request if the item is not already there. On all other requests, the list remains
unchanged. Clearly, such an optimal ordering of all p&irsy} might not always be
possible if OPT serves on the long list.

Equation (1) and inequality (2) allow us to comp&gs(c) andCopr(o) by simply
comparingCrs(oxy) and Copr(oxy) for each pair{x, y} of items. The same can be
trivially shown to hold true for the asymptotic expected cdsts(p) and Eopr(p) as
well, by taking the expectations of both sides of (1) and (2), and using the linearity of
expectations.

Hence, in the following, we concentrate on one patrticular fpaiy} of itemsx # .

Foran algorithmA e {TS(0), OPT}, let Ej‘\y( p) be the asymptotic expected costincurred
on the two item list containing andy if A serves a single requestdgy, given that the
request sequeneeis generated by. We will show that

EfS(P) < SESL(P).

This proves the theorem.

We first evaluateE%( P). TS(0) incurs a cost of 1 on a requesbiyy if x is requested
andy precedes in TS(0)'s list or if y is requested and precedesy in TS(0)'s list.
Otherwise, TS(0) incurs a cost of 0. By Lemmaylprecedes in TS(0)’s list if and
only if the majority of the last three requests forandy have been foy, i.e., if the
last three requests isy, have been(By) yyy; (B2) yyx (Bs) yxy; or (Bs) xyy. In
the probability distributiorp = (pz, p2, ..., pn), let px be the probability of a request
to x and letpy be the probability of a request to,. Definep = px/(px + py) and
g = (1— p) = py/(px + py). Clearly, p andq are the probabilities that withisiy, a
request is made toandy, respectively. Thus, the asymptotic probability thg@recedes
x in TS(0)'s listisg® + 392 p. Similarly, the asymptotic probability thatprecedey in
TS(0)'s list is p® + 3p?g. Thus

Ers(P) = p(@®+ 39°p) + q(p? + 3pq) = pa(p® + 6pq + ¢°).

Next we determiné€Egh(B). Consider OPT’s movements when it serggg on the
two item list. As explained in the paragraph after inequality (2), we may assume without
loss of generality that whenever there are two consecutive requests to the same item,
OPT moves that item to the front of the list on the first request. Thus, OPT incurs a cost
of 1 on a request imyy if X is requested and the last requests;ip were of the form
yy(xy)' for somei > 0, orif y is requested and the last requests,ipwere of the form
xx(yx)' for somei > 0. Therefore,

Eé)lgT( P)

P> g*(pa)' +9 ) p*@ap)
i=0 i=0

2 2
() ()~ 1%
1-pg 1-pa) ~ 1-pg
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We conclude thaET2(p) < (1 — pg)(p? + 6pq + 9% Eghr(P). The expressionl —
pa)(p? + 6pq + g?) is maximal forp = g = 3 and henc&Er¥(P) < 2Eqp(P). O

We next show that, for long enough sequences on discrete memoryless sources, TS(0)
will be at worst(1.5 + ¢)-competitive with high probability.

THEOREM 3. For every distributionp = (pg, p2, ..., pn) ande > 0 there exist con-
stants g, ¢, and my dependent orp, n ande such that for a request sequence of
length m> mg generated according t@,

Prob{Crs(c) > (1.5+ £)Copr(0)} < cre” @™,

PrROOF Again, we begin by considering the performance of the algorithms on a pair
of items{x, y}. We first show that the cost of TS(0) on a random request sequence

is close to its expectation with high probability. Consider the eight state Markov chain
that records the last three requests-dhat are from the sequeneog,. Label the states
(XxX), (xxy), and so on, according to the last three requests. Then by Lemma 1 the
cost to TS(0) orvyy is exactly the number of transitions fromxx) to (xxy), plus

the number of requests froxxy) to (xyy), and so on. Consider only the number of
transitions from statéxxx) to (xxy) over the course of the sequengelLet Z be the
random number of such transitions enAbusing notation somewhat, |1&[Z] be the
asymptoticexpected number of such transitions. We now make use of standard large
deviation bounds on finite state Markov chains (see, for example, Lemma 7.6 of [16] or
Corollary 4.2 of [12]), which yield Chernoff-like bounds on the deviation of the number
of transitions from the asymptotic expected number of transitions. In particular, we have,
for eache; > 0 and sufficiently largen,

Prob{|Z — E[Z]| > e1E[Z]} < cze %M

for some constants; andc, dependent o, and py. That is, the number of transitions

of this type is close to the expected number of transitions with high probability. We now
use this argument for every transition type that corresponds to a cost of 1 for TS(0) over
all possible pairs of elements. Summing and using linearity of expectations then yields

Prob{Crs(o) — E[Cts(0)] > e1E[Crs(0)]} < C5e_°6m5§,

for some constantss andcg dependent orp andn.

Similarly, we may bound the cost of OPT erby bounding the deviation of OPT on
the subsequenasgy. Note that this will provide only a one-sided bound for the cost of
OPT ono by (2), but this is sufficient. As shown in Theorem 2 we may assume OPT
incurs a cost of 1 on a requestdgy if x is requested and the last requestif were
of the formyy(xy)', and similarly ify is requested. Hence to count the cost to OPT on
oxy W& may use a six state Markov chain that records the last two items requested from
oxy as well as the last item that was requested twice sequentially. Using large deviation
bounds and summing over all necessary transitions over all pairs of items yields that, for
eache, > 0,

Prob{Copr(c) — E[Copt(0)] > £2E[Copr(0)]} < cre~%™3.
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Choosings + 1 = ¢, = ¢/4 suffices to yield the theorem. (We also note that, by this
construction, the constantsg, c,, andm can all be made polynomial imand ¥/ p,.) O

2.3. Performance against Static Off-Line AlgorithmsRecall that the expected cost
incurred by TS(0) in serving one request in a request sequence generafed=hy

(plv p2, ..., pn) is

pip}+3p7p? PR (P2 +6pp +p) 1
”Z; (P + )3 :Z, 2(p + py)® 2
We can now adapt the techniques presented in [6] to bound the ratio befyg@h and
|153TAT( p). We assumep, > p; = -+ = pn As Estar(P) = > ipi =
5 Zi,j min(pi pj) + 3, we have
Ers(®) i j(Rpi(p7+6pip + P)/2(p +p®) + 5
Estar(P) 32 min(pi, pp) + 3
Z. i (PP (P +6pi Py + P/ (P + p))° )
20 min(pi, pp)
The result is immediate from the following theorem:

THEOREM4. Ifxi > 0(1<i <n),then
D0 XX OF +6Xix) + X7 /(% +%)3

- <1.34
Zi,j min(x;, X;)

PrROOF We rely on the following lemma, to be proven later, which replaces the ratio
of sums by the ratio of integrals:

LEMMA 2. Suppose f is an integrable function @@, co) with f0°° fdx = 0. Let
G(x,y) be homogeneous of degrde H(x,y) = 3°G/axdy, and HY(x,y) =
max{H (x, y), 0}. Then

IS 260, y) 0 f(y) dx dy </OOH+(X I
S X minex, y) Foo fy)dxdy ~ Jo : :

Let G(x, y) = xy(x® 4+ 6xy+ y?)/(x + y)3. Without loss of generality, let & x; <
X2 < .-+ < Xn. Let f5 be a function such that; = 1 in neighborhoods of length
around eaclx; and 0 otherwise. Then @sapproaches O,

Do XX O 4+ Bxi %) + XD /(% 4 %)° _im I JoT Gx, y) f5(x) f5(y) dx dy
> min(xi, X;) 50 [ [ min(x, y) f5(x) fs(y) dx dy’

We now apply Lemma 2. Herel *(x, y) = max(—6xy(x? — 6xy + y?) /(X + y)®°, 0).
We calculate the required integral (using Maple) to find

/ H*(x, )x Y?dx ~ 1.3390.. .. O
0
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We now move to the proof of Lemma 2. The proof depends olulét™s inequality

1/p 1/q
/f(x)g(x)dxs(ff”(x)dx) (fg%x)dx) ,

and the following version of Hilbert's inequality (see [10]):

THEOREMS (Hilbert’s Inequality). For p,q > 1 satisfyingl/p + 1/q = 1, suppose
that K(x, y) is nonnegative and homogeneous of degréeand that

/ K(x,l)xfl/pdx=/ K1, y)y Y9dx=C.
0 0

o) 00 q 00
/0 dX(/O K(x,y)g(y)dy> scq/O g%(y) dy.

PROOF OF LEMMA 2. Set F(x) = [ f(x)dx. Then, by Lemma 2 of [6],
Jo~ Jo" minex, y) f(x) f(y) dx dy= 5~ F2(x) dx. Similarly,

Then

/O /0 G, y) 00 (v dx dy

=/ f(X)dX[G(x, YFEWIG —/ a—F(y)dy}
0 0 y

=- 2 fx)F(y)dxd
fo /O 3y (X)F(y)dx dy

[e'9) oo 82G
= F(X)F(y)dxd
[ [ S Foormaxdy

=/O /0 H(x. y)F () F (y) dx dy

< foo /OO H* (x, y)F O F (y) dx dy
0 0

00 1/2 0 oo 21/2
< [/ F2(x)dx:| [/ dx[f H*(x, y)F(y)dy:| :|
0 0 0

5/ FZ(X)dX/ H*(x, Dx Y2 dx.
0 0

The second equality follows from the definitionlefand the hypothesis thj@fO fdx=
0. The penultimate step follows fromditler's inequality, and the last step utilizes
Hilbert’s inequality. The lemma follows immediately. O

Note the necessity of replacing (x, y) by H*(x, y) in the third to last step, as
Holder’s inequality requires the functions inside the integral to be nonnegative. In fact
in Theorem 4 the functioi (x, y) can be negative, so care must be taken in calculating
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the integral. It is somewhat surprising that, despite seemingly having to “cut off” part of
the integral, we still realize an interesting result. It also suggests that perhaps the bound
could be improved by avoiding this technical difficulty.

3. Analyses and Simulations for Data Compression. The MTF algorithm has proved
useful in the development of the locally adaptive compression scheme of [4]. Motivated
by this result, we consider a similar algorithm based on TS(0). We assume the reader is
somewhat familiar with the system of [4], which was briefly described in the Introduction.

3.1. Theoretical Results Let Bys(p) be the expected number of bits that TS(0) needs
to encode one symbol in an input sequence that is generatgd=byp:, po, ..., Pn).

We assumep; > O for alli. In order to analyzeBrs(p), we have to specify how an
integer j should be encoded. We use a variable length prefix code by Elias [7] which
encodes the integgrusing 1+ | log j | +2|log(1+log j) | bits. Bentley et al. [4] showed
that, using this prefix code, the expected number of bits needed by the MTF algorithm
is Burr(P) < 14 H(P) +2log(1+ H(P)), forall p. HereH (P) = Y\, pi log(1/pi)

is the entropy of the source. We prove similar bounds for TS(0).

THEOREM6. Foranyp = (p1, P2, .-, Pn)s
Brs(P) < 1+ H(P) + 2log(1 + H(p)),
whereH (B) = H(P) +109(1 — X1 i _j .o (Pi P (P — P/ (P + P2

Note that 0 < Y1 ;- RiP(P — P?/(p + p)®> < 1 and thus logl —
Y icicj<n PIR(P — PD?/ (P + Pj)? < 0.

ProOF Letf(j) =1+logj+2log(l1+log j). Considerafixedsymbal,1 <i <n.
Forj=1,...,n,letq; be the asymptotic probability that is at positionj in TS(0)'s
list. The expected number of bits to encode the sympad Z?:l aij f(j), which, by
Jensen’s [10] inequality, is at moé(Z?:l gij j)- Jensen’s inequality state that, for any
concave functionf and any sefwsi, wo, ..., wy} of positive reals,Zi“:l wi f(y) <

f (O, wiyi). Note thatg; j is the asymptotic expected positiefs(x;) of symbolx;

in TS(0)’s list. ThereforeBrs(p) < Zi"zl pi f (ers(Xi)). In the following we show that

3 > pilog(ers(x)) < H(P).

i=1

Using the inequality, we can easily derive Theorem 6 because

A

Brs(B) < > pif(ers(x)) <1+ Y pilog(ers(x))
i=1 i=1
+2 ) log(1+ pilog(ers(xi)))
i=1

1+ H(P) + 2log(1+ H(P)).

IA
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We now show inequality (3). By Theorem 1(a), we haye(x) = 5 + Y| (P} +
3p?pi)/(p + pp)° and

1 pJ +3pJ Pi
Z pi log(ers(xi)) = Z Pi Iog( Z (pi + p,)3>
pi p? — P7Pj
_ | e SR
Zpog< Zp+pJ Z(pi+pj>3>

=1

We have

Therefore

1 pIpJ plpl
i | i i | O
Zp og(ers(xi)) = Zpog(erjZ (p.+p)3>
PR — PP
Zp.log( >+Zp.|09<1+2 (p|]+pj)3j)
PP — P R;
< I|0( >~|—|O 1+ d 3|
Zp g 9( ;p; (pi+pj)3)

The last step follows again from Jensen'’s inequality. We conclude

plpj(pl_pj)
Zp.mg(ers(x.))<Zp"°9(p>+'°g< 2 Tiar ) i

1<|<J<n

So far we have assumed that an input sequ&todbe compressed is generated by a
probability distributionp = (pg, p2, ..., pn). Now considermnyinput sequencé. Let
m be the length o5, and letm;, 1 < i < n, be the number of occurrences of the symbol
i inthe stringS. Let Ars(S) be the average number of bits needed to encode one symbol
in the stringS using the TS(0) algorithm. Similarly, l&&yre(S) be the average number
of bits needed by the MTF algorithm. Again, we assume that an infeigegncoded by
means of the Elias encoding that requires llog j | + 2[log(1+ log j)] bits. Bentley
et al. [4] show that, for any input sequenseAwTe(S) < 1+ H(S) + 2log(l+ H(S))
whereH (S) = >, (m;/m) log(m/my) is the “empirical entropy” ofs. The empirical
entropy is interesting because it corresponds to the average number of bits per symbol
used by the optimal static Huffman encoding of a sequence; this resultimplies that MTF
encoding is, at worst, almost as good as static Huffman encoding. We can show a similar
bound for a variation of TS(0), where after the first occurrence of a symbol it is moved
to the front of the list.
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THEOREM7. For any input sequence, S
Ars(S) <14 H(S) 4+ 2log(l+ H(S)),

where H(S) = Y, (m;/m) log(m/my).

PROOF Our analysis is very similar to the corresponding proof by Bentley et al. Again,
let f(j) =1+ logj + 2log(1+ log j). Consider a fixed symbo, 1 <i < n, and
letty, to, ..., tm be the times at which the symbxloccurs in the string. We assume
here that after TS(0) has transmitted the first occurrence of the symliainovesx; to

the front of the list. Furthermore, we may assume without loss of generality that the first
occurrence of; is encoded using (t;) bits. We show that, fok = 2, 3, ..., m;, thekth
occurrence of the symbal can be encoded usinfy(pos_1 + tk — tku1 — po%) bits,
where pog is the position of symbak; in TS(0)’s list immediately after thith x; is
transmitted. After theék — 1)st occurrence af; is encoded, the position &f in TS(0)'s

list is pos—1. Letdy be the number of symbolg, x; # x;, that occur at least twice in
the interval fx_1 + 1, tc — 1]. Obviously, at mosti — tx_; — 1 — d¢ Symbolsx; can move
ahead of; in TS(0)'s list during the time intervaty_; + 1, tx — 1]. By the definition of
TS(0), immediately after thkth occurrence of; is transmittedy; precedes all items in
TS(0)’s list that were requested at most oncdyng[+ 1, ty — 1]. Also, by Lemma 1x;

is located behind all items in the list that are requested at least twige {n 1, tx — 1].
Thus,dk + 1 = pos. Therefore, théth occurrence of; can be encoded using at most
f(pos_1+tk —tko1—1—dy) = f(posk_1+tk —tk_1 — pos) bits. The total number

of bits needed to encode th& occurrences of the symbugl is at most

mi
f(t) + ) f(pos 1+t — 1 — POs)
k=2

1 dl
=mf (H <t1 + ) (POS1 4tk — ty — poso))

! k=2

1
m; f (—(tmi + pos — posy, )>
m;

ni(2)

The first inequality follows from Jensen’s inequality; in the last step we make use of the
facts that,, <mandpos =1 < posy.

Summing up the above expression forxlland dividing bym, we obtain that the
average number of bits needed by TS(0) to encode one symbol in theSfeng

RECED AT (mﬂ>

i=1

The theorem follows immediately. O
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3.2. Simulation Results Our theoretical work suggests that a compression scheme
similar to MTF using the TS(0) scheme may provide better performance. In effect,
TS(0) is a conservative version of the MTF encoding; like MTF encoding, it responds
well to locality of reference by moving recently requested items to the front, but it
responds more slowly. Understanding this intuition is important to understand where
TS(0) encoding can improve on MTF encoding: when the locality is very strong, then
MTF encoding will perform better, since it responds more aggressively. On the other
hand, TS(0) encoding is more effective when the input to be compressed resembles a
string generated by a distribution, possibly with a large number of rare items each with
a small probability of appearing.

We have tested our theoretical results by implementing simple versions of TS(0)
encoders and decoders for text compression. Our tests use standard documents from the
Calgary Compression Corpus [19]. The current goal of these these is not to develop
an all-purpose functional compression system, but merely to demonstrate the potential
gains from using TS(0) in place of MTF. The compression is performed by turning the
document into a token stream. The tokens are then encoded by their position in the
list using standard variable-length prefix encodings given by Elias [7]; each integer
requires 1+ 2|log j | bits. This prefix code is different from the code we used in the
analyses of the previous section; in our tests, it leads to slightly better compression. We
can compare the compression of MTF and TS(0) compression by varying the adaptive
discipline of the list.

In the first test ASCII characters (that is, single bytes) constitute the tokens, and
the list is initialized in order of character frequency in standard text. The results of
Table 1 demonstrate that TS(0) encoding outperforms MTF encoding significantly on
the sample documents. The boldface figures indicate how much space the compressed
filestake, assuming that the original files use 100% space. The improvement of TS(0) over
MTF is typically 6—-8%. Moreover, in all cases TS(0) encoding beats MTF encoding.
However, this character-based compression scheme performs far worse than standard

Table 1. MTF versus TS(0): Byte-based compression.

TS(0) MTF Original
File Bytes % Orig. Bytes % Orig. bytes
bib 99,121 89.09 106,478 95.70 111,261

book1 581,758 75.67 644,423 83.83 768,771
book2 473,734 77.55 515,257 84.35 610,856

geo 92,770 90.60 107,437 104.92 102,400
news 310,003 82.21 333,737 88.50 377,109
obj1 18,210 84.68 19,366 90.06 21,504
obj2 229,284 92.90 250,994 101.69 246,814

paperl 42,719 80.36 46,143 86.80 53,161
paper2 63,654 77.44 69,441 84.48 82,199

pic 113,001  22.02 119,168 2322 513,216
proge 33,123 8362 35,156 88.75 39,611
progl 52,490  73.26 55,183 77.02 71,646
progp 37,266 7547 40,044 81.10 49,379

trans 79,258 84.59 82,058 87.58 93,695
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Table 2. MTF versus TS(0): Word-based compression.

TS(0) MTF Original
File Bytes % Orig.  Bytes % Orig. bytes
bib 34,117 30.66 35,407 31.82 111,261

book1 286,691 37.29 296,172 38.53 768,771
book2 260,602 42.66 267,257 43.75 610,856

news 116,782  30.97 117,876  31.26 377,109
paperl 15195 2858 15429  29.02 53,161
paper2 24,862 3025 25577  31.12 82,199
progc 10,160  25.65 10,338  26.10 39,611
progl 14,931  20.84 14754  20.59 71,646
progp 7,395 1498 7,409  15.00 49,379

UNIX utilities, such aspack , compress , andgzip , which generally compress text
files by 30% to 80%. Among the Unix utilitiespmpress is superior topack , and
gzip is superior tacompress .

In order to make TS(0) and MTF encoding comparable with the standard UNIX
utilities, we have to use words as the tokens, which we do in our second test. A word is
taken to be a sequence of nonwhite space characters between white space. This technique
assumes that the decompressor has a dictionary consisting of a list of all words in the
document; in practice, this dictionary (in compressed or uncompressed form) can be
included as part of the compressed document. In the results of Table 2, we compare
the size of the MTF- and TS(0)-based encodings. These figures do not include the
dictionary cost, so that a direct comparison between MTF and TS(0) can be seen. Also,
for convenience, we placed no memory limitation on the compressor or decompressor;
that is, the length of the list was allowed to grow as large as necessary. In practice
one might wish to devise a more memory-efficient scheme, using the list as a cache as
in [4].

The results of Table 2 reflect the compression achiévied|uding only the token
stream and not the dictionary. As one might expect, the gains from TS(0) in this situation
are less dramatic, but still noticeable.

To compare the TS(0) compression with the standard UNIX utilities, we add to the
results in Table 2 the size of the dictionary after being compressed paghg These
results are presented in Table 3. We emphasize that our results for TS(0) could be
improved by compressing the dictionary using other methods, but the results are quite
suggestive of TS(0) performance: the scheme performs bettgrdbkrand occasionally
as well acompress , but not as well agzip .

We have also attempted to use TS(0) encoding in place of MTF encoding in the data
compression algorithm recently presented by Burrows and Wheeler [5]. Unfortunately,
the results here show less promise. In some cases, TS(0) led to improved compression,
but in most cases MTF encoding yielded better results. Although it is not entirely clear
why this is the case, we note that the Burrows—Wheeler compression scheme attempts
to use MTF on a stream with an extremely high locality of reference. Given this, it is

4 Because the current implementation handles only ASCII characters, we do not have results for all files.
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Table 3. TS(0) word-based compression versus UNIX utilities.

TS(0) pack compress gzip
File (% orig.) (% orig.) (% orig.) (% orig.)
bib 51.51 63.91 41.82 31.51
book1 50.66 57.04 43.19 40.76
book2 56.06 60.31 41.05 33.84
news 57.07 65.37 48.29 38.41
paperl 53.74 62.94 47.17 34.94
paper2 49.88 58.07 43.99 36.20
progc 65.11 65.71 48.33 33.51
progl 37.54 60.15 37.89 22.71
progp 42.79 61.42 38.90 22.77

not entirely surprising that MTF would outperform TS(0). We remain optimistic that
TS(0)-based encoding will prove useful in other situations.

4. Conclusion. We have analyzed the performance of the deterministic list update
algorithm TS(0) when a request sequence is generated by a probability distribution
P = (P, P2, ..., Pn). We have demonstrated that TS(0) has a better overall perfor-
mance than the MTF algorithm on such distributions. In particular, we have shown that
on all distributions, the expected cost incurred by TS(0) is at most 1.5 times the expected
cost incurred by the optimal (dynamic) off-line algorithm. We note that a similar anal-
ysis can also be used to study the Timestgoymlgorithms [1], but TS(0) yields the

best competitive ratio against distributions. Also, the techniques we used can easily be
extended to the case that a request sequence is generated by a Markov chain, but for
general Markov chains, we cannot prove that TS(0) has a better competitive ratio than
2. (MTF can easily be shown to be 2-competitive against a Markov chain that cycles
among then elements of the list.)

List update algorithms can be used to develop locally adaptive data compression
schemes. Ourtheoretical results show that TS(0)-based encoding can be betterthan MTF-
based encoding. We have supported our theoretical observations by building encoders
and decoders with TS(0) encoding that lead to improved compression over MTF encoding
on a standard corpus of test files.

We suggest some open questions based on our work. A tight bound on the competitive
ratio of TS(0) against static off-line algorithms, perhaps based on a tight bound for the
expression in Theorem 4, remains open. A more general question is whether there is
quick, simple way to determine which list update strategy (say between MTF and TS(0))
is expected to perform better on a given higher-order Markovian source. In theory, the
expected cost per request can be determined, but this seems excessively time-consuming.
Our work settles the question for discrete memoryless sources in favor of TS(0); for
higher-order sources, the question appears more difficult.

Acknowledgments. The authors would like to thank Michael Burrows for general
information on compression and outlines for the code.
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