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Abstract — We design concatenated codes suitable
for the deletion channel. The inner code is a com-
bination of a single deletion correcting Varshamov-
Tenengolts block code and a marker code. The outer
code is a low-density parity-check (LDPC) code. The
inner decoder detects the synchronizing points in the
received symbol sequence and feeds the outer LPDC
decoder with soft information. Our simulation results
with regular LDPC outer codes demonstrate that the
bit error rates of 107° can be obtained at rate 0.21
when the probability of deletion is 8%.

I. CHANNEL MODEL AND CODE STRUCTURE

In the memoryless deletion channel model [1], each trans-
mitted symbol is independently deleted with probability Py;
otherwise it is transmitted correctly. As the codewords are
passed through the deletion channel the location and the size
of each codeword become unclear.

Our coding scheme is shown in Figure 1. Information bits
are first encoded by an outer low-density parity-check (LDPC)
encoder [2]. We denote the LDPC block length with N. Then
the blocks of NV encoded bits are broken into blocks of length
k. The inner code consists of Varshamov-Tenengolts (VT)
code [3] and Marker code [4]. The VT encoder encodes k-bit
blocks into blocks of length n. The marker code is used to
solve the synchronization problem. A marker (header) is a set
of bits with specific length (marker length), inserted between
a predetermined number of bits in the code sequences encoded
by the outer LDPC and inner VT encoder.

The VT code VT, (n) is a single-deletion correcting set of
length n binary strings z = 1 ...z, satisfying

Zimi =a(mod (n +1)).

i=1

Let f : {0,1}* = C C VT.(n) be an encoding function and
b =Db1...br be a message. Our inner decoder g assigns the
probability vector g(w) = (p1,...,pr) to each string w ob-
served from the channel, where

pi=Prlbi=1ju]= Y Pritjul
b:b;=1

For small k it is possible to preprocess g(w) for all w. Let
Zif (w) indicate if hard decoding on p; gives the correct b;.
Call f optimal if it maximizes

k

>z (w)

i=1

0(f) =Ew

We use locally optimal f; details appear in [5].

To facilitate header detection we chose headers consisting
entirely of 0’s in conjunction with VT codewords with high
Hamming weight.
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Figure 1: Encoder structure.
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Figure 2: BER vs P, with M =5, N = 5000, k = 5 and n = 10.

Our decoder is simple and is organized as follows. The inner
decoder regains synchronization and obtains the probabilities
passed to the outer message-passing LDPC decoder. Syn-
chronization involves finding (possibly shortened) marker se-
quences, probabilities for the outer decoder are returned with
table lookups, and the LDPC decoder takes 2 — 20 iterations
to recover all the bits. For details, see [5].

II. SIMULATION RESULTS

We simulated our codes with M =5 marker bits inserted
after every n=10-bit VT codeword in the encoded bitstream.
The rate of the VT code is rys = k/n =1/2. The long (size
L =2M) markers are inserted after every B=>50 codewords [5].
Thus, the rate of the inner code is r;, =0.329. The rate rou¢
of the outer LDPC code is varied to obtain appropriate overall
rates 1= rout - Tin. We used simple (3, R)-regular LDPC codes
as outer codes and obtained results shown in Figure 2.

Our scheme works well for P; above 3%. At P; =8% our
codes, with N = 20000 bits, achieve bit error rate (BER)
107% at r = 0.21. We note that our codes are still far from the
lower bound on the capacity [1], which stands at r = 0.598
for P;=8%.
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