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and

&S]

G <142 /(z_m?d,r = 142x.

0

By the Poisson summation formula, we know that

K =1/var Yy em e,
k

Then we have e 2" /\/27 + 2/¢ < K* < 1//27 4 2 and
| K ||r‘(1)[—1,1]§ 1/V2r(V2e™ " 4 4e71/7).

By Theorem 4, we derive an estimate of the upper bound

< e 2 2T+ 2)e
. 1/V27(y/2e=1/4 4 de—1/2)

3) Example 4: Let ¢(w) = X[—2a7,24m)(w),0 < a < % Then

=~ 0.35.

G¢(w) = X,[—Zaw,Z(lW)(w) on [—TF, 7T).
Since $*(w) = 3", ¢(w + 2kx) in L?[0, 27] (see [4]), we derive
&E’*(W)X[*ﬂ',r) = X[—2aw,2aw) (M))

Then C; = C, = 1.1t is easy to verify that {¢(- — n)|n € Z}
is a frame for Vo () (see [13]). By [4], {¢(- — n)|n € Z} is not a
Riesz basis for the subspace Vo (). Since ¢’ (w) = iwd(w), M =
sup,, >, |¢ (w+ 2k7))? = (2a7)%,0 < a < 1. By Theorem 5, we
derive an estimate

1
sup, |677r| < (2“7[.)2 .
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On Lower Bounds for the Capacity of Deletion Channels

Eleni Drinea and Michael Mitzenmacher, Member, IEEE

Abstract—This correspondence considers binary deletion channels,
where bits are deleted independently with probability d; it improves upon
the framework used to analyze the capacity of binary deletion channels
established by Diggavi and Grossglauser, improving on their lower bounds.
Diggavi and Grossglauser considered codebooks with codewords generated
by a first-order Markov chain. They only consider typical outputs, where
an output is typical if an IV bit input gives an N (1 — d)(1 — ¢) bit output.
The improvements in this correspondence arise from two considerations.
First, a stronger notion of a typical output from the channel is used,
which yields better bounds even for the codebooks studied by Diggavi and
Grossglauser. Second, codewords generated by more general processes
than first-order Markov chains are considered.

Index Terms—Binary deletion channel, channel capacity, channels with
memory.

I. INTRODUCTION

Deletion channels are a special case of channels with synchroniza-
tion errors. A synchronization error is an error due either to the omis-
sion of a bit from a sequence or to the insertion into a sequence of a bit
which does not belong; in both cases, all subsequent bits remain intact,
but are shifted left or right, respectively.

In this work, we are interested in lower bounds for the capacity of bi-
nary deletion channels where bits are deleted independently with prob-
ability d, or independent and identically distributed (i.i.d.) deletion
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channels. It is known that the capacity of such channels is related to
the mutual information between the codeword sent and the received se-
quence [4], but this does not give an effective means of proving capacity
bounds. Diggavi and Grossglauser [1] have shown that random codes
where codewords are chosen independently and uniformly at random
from the set of all possible codewords of a certain length can provide
a lower bound of
Cae1 > 1 — H(d) bits, ford < 0.5

where H(d) = —dlogd — (1 — d)log (1 — d) is the binary entropy
function [1] (we denote by log the logarithm base 2 and by 1n the nat-
ural logarithm throughout). This bound coincides with previous bounds
(as discussed in [1]), and can be generalized to stationary and ergodic
deletion processes.

Diggavi and Grossglauser then go on to give much improved lower
bounds. Their insight revolves around using random codes, but with
more sophisticated means of choosing the codewords and a more so-
phisticated analysis. In particular, they consider codes consisting of
codewords of length NV generated by a symmetric first-order Markov
process with transition probability p. More specifically, the first bit in
the codeword is 0 with probability 1/2; every bit after the first one is the
same as its previous one with probability p, while it is flipped with prob-
ability 1 — p. It can be shown that the sequence after passing through
the i.i.d. deletion channel also obeys a first-order Markov process with
transition probability ¢ (a formula for ¢ will be given later). The de-
coding algorithm they consider takes a received sequence and deter-
mines whether this is a subsequence of exactly one codeword from the
randomly generated codebook; if this is the case, the decoder is suc-
cessful, and otherwise, the decoder fails. To analyze this decoder, they
use the fact that a simple greedy algorithm can be used to determine
if a sequence Y is a subsequence of another sequence X . Specifically,
reading Y and X from left to right, the greedy algorithm matches the
first character of Y to the leftmost matching character of X, the second
character of Y to the subsequent leftmost matching character of X, and
so on. By analyzing this greedy algorithm, they determine for what
transmission rate the probability of error goes to zero asymptotically.
This analysis yields the following lower bound for the capacity, which
proves strictly better than the previous lower bound (for random codes),
and is substantially better for high deletion probabilities d:

Caal > sup [—t-loge — (1 —d)log {(1 — ¢)A + ¢B}] bits (1)
0<p

where 4 = (}:iiit ,B = (11—527";22* +petandg =1— ﬁ
In this correspondence, we further improve on the bound in (1). Our
improvement arises from two considerations. First, in the analysis of
Diggavi and Grossglauser, they consider only typical outputs, which
consist of at least N (1 —d)(1—e¢) bits, for some € = o(1). In their anal-
ysis, any output that is atypical is considered an error. The probability
of an atypical output is exponentially small. By using a stronger no-
tion of a typical output, and declaring successful decoding if and only
if such a typical output is the subsequence of exactly one codeword,
we can improve the analysis while keeping an error rate that goes to 0
asymptotically. This technique improves the bound even for the case of
codewords generated by first-order Markov chains considered by Dig-
gavi and Grossglauser.

Modifying the definition of a typical output sequence improves the
capacity bound rather mildly. Our more important improvement comes
by considering the following generalization of the framework described
above: we encode the messages by codewords of length NV that consist
of alternating blocks of zeros and ones. The lengths of the blocks are
determined sequentially and are i.i.d. random variables, according to
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some distribution P> over the positive integers. The first-order Markov
chains used by Diggavi and Grossglauser give block lengths that are ge-
ometrically distributed. There is no reason a priori why the geometric
distribution is the right choice, either in terms of reaching capacity or
in terms of proving lower bounds in this fashion. To consider other dis-
tributions, we extend the analysis of [1] to this more general case. We
suggest some simple distributions for the block lengths that provide
better lower bounds when the deletion probability is at least 0.35, and
report initial results for when the deletion probability is smaller.

Of course, the ultimate goal would be to determine the optimal
block-length distribution for every value of d, and prove these dis-
tributions meet some upper bound. Although this is beyond our
current understanding, our extensions to the Diggavi and Grossglauser
framework moves us further in this direction.

Before beginning, we review some of the previous work. Prior to
this work, the best provable lower bounds for the i.i.d. deletion channel
are given by (1). Dolgopolov [5] also obtains upper and lower bounds
on channels with i.i.d. deletions and insertions, considering codebooks
with codewords chosen uniformly at random. Such codewords appear
to perform worse than codebooks chosen by more general Markovian
processes.

Vvedenskaya and Dobrushin in [10] attempt to bound the mutual in-
formation between the input and output of the i.i.d. deletion channel
experimentally, via simulation. They estimate lower bounds for the ca-
pacity of the i.i.d. deletion channel for d < 0.3 using codewords gen-
erated by a low-order Markov chain (up to order 2). However, it is not
clear that their results give true bounds. The quantities used for the
estimation of the mutual information are computed from codewords
at most 13 bits long and received sequences at most 8 bits long, but
the estimates for the capacity obtained in this manner appear to de-
crease with the sequence length. Recent work by Kav¢i¢ and Motwani
[7] also employs the Monte Carlo method for estimating information
rates, using much larger simulations and codeword lengths. The lower
bounds for the i.i.d. deletion channel reported in [7] are significantly
lower than those reported in [10]. Although the bounds in [7] and [10]
are not strictly provable (as they rely on Monte Carlo simulation), they
strongly suggest that the capacity of the i.i.d. deletion channel is indeed
much larger than the lower bounds proven in past theoretical work.

The remainder of the correspondence is organized as follows. In
Section II, we describe our framework. In Section III, a general lower
bound for the capacity of the i.i.d. deletion channel is presented. In Sec-
tions IV and V, we derive specific lower bounds, arising from consid-
ering geometric and our suggested alternative (., M, x) block length
distributions for our codebooks, respectively. A discussion of these
bounds and the upper bounds provided by Ullman in [9] and Dolgo-
polov in [5], follows in Section VI. Section VII concludes the corre-
spondence.

II. DESCRIPTION OF THE MODEL

Consider a code C' with 2VE¢ binary codewords of length IV, where
C refers to the corresponding family of codes and R is the rate of C in
bits. Each codeword consists of alternating blocks of zeros and ones
and is generated independently by the following stochastic process.
The first block of the codeword is a block of zeros with probability
1/2; it consists of j zeros with probability P;, where P is a probability
distribution over the positive integers with geometrically decreasing
tails. More specifically, for real constants 0 < ¢ < 1,0 < « < 1 and
an integer constant U > 1, we require that P; < cforall1 < j < U,
and P; < (1 —a)-a’! forall j > U. We let P denote the set of
all such valid distributions. Clearly, P has finite mean and variance; in
fact it has a well-defined moment generating function on an interval
around 0, a fact which we will make use of subsequently.
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Fig. 1. By inY arises from blocks z, s1, 7y, s2, and r from X . Blank rectan-
gles denote blocks of zeros, while filled rectangles denote blocks of ones. Thick
contours indicate that the corresponding blocks are completely deleted. Arrows
indicate that at least one bit is not deleted from the blocks they originate from.

We keep generating blocks so that every block is independently as-
signed an integer length j with probability ;. Thus, the block lengths
are described by i.i.d. random variables, governed by the same distribu-
tion P. Moreover, P is symmetric in the sense that there is no difference
in the way blocks of zeros and blocks of ones behave. Blocks are gen-
erated until the codeword reaches length IV; the last block is properly
truncated so that the length is /V. This truncation does not affect the
asymptotic behavior as N grows large, and is ignored henceforth. Ap-
plying a standard large deviations bound, we can show that for large N
and a specific § = O(N ~'/?), the number of blocks in the codeword is
ﬁ (1 £ 6) with probability all but super-polynomially small in
N J(szele P;oposition 1 in the Appendix). Note that here and throughout
the correspondence we use the notation 7'(1 & 7) to refer to a number
that is meant to be between 7'(1 — 7) and T'(1 + 7) where the meaning
is clear.

In the remainder of the correspondence, we consider a random binary
code C' that consists of 2"V ¢ codewords generated as above. We will
omit the subscript C from R where the meaning is clear. We denote by
X the transmitted codeword and by Y the sequence received at the end
of the channel. Standard letters will be used for quantities related to X,
while calligraphic letters will describe quantities related to Y.

When X is transmitted over the deletion channel, the received se-
quence Y also consists of alternating blocks of zeros and ones. The
lengths of these blocks are again i.i.d. random variables according to
some distribution P over the integers. Like P, P is symmetric with re-
spect to blocks of zeros and ones.

We can express P in terms of P by reasoning as follows. Consider
ablock By of k > 1 zeros in Y, other than the first or the last block!
(the reasoning is exactly the same for a block of & ones since P is sym-
metric). Then By arises from an odd number of blocks in X, starting
at a block of zeros and ending in a block of zeros, that are possibly the
same. Any blocks of ones between these blocks of zeros in X must be
completely deleted (see Fig. 1). We consider a block of zeros in X to
be the ending block for By (block 7 in Fig. 1) if at least one bit is not
deleted from its succeeding block of ones in X (therefore, that block of
ones in X starts a new block of ones in Y"). Following this reasoning,
we know that at least one zero is not deleted from the first block of
zeros in X used for By (block z in Fig. 1), because this first block is
finishing off the block of ones that immediately precedes By in Y.

More formally, a block of £ > 1 zeros in Y arises from 2¢ 4 1 (for
some ¢ > () contiguous blocks in X starting at a block of zeros, if the
following three conditions hold: a) the ¢ intermediate blocks of ones are
completely deleted, b) at least one bit is not deleted from the block of
ones in X following the 2i + 1th block, and c) exactly k zeros are not
deleted from the 7 + 1 blocks of zeros, with at least one of these zeros
arising from the first block of zeros. Since the lengths of the blocks in

IThe first and the last block in Y may not follow 7; this does not affect the
asymptotic analysis.
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X arei.i.d., we can recursively define the length of the concatenation of
any m blocks in X' as the length of the concatenation of m — 1 blocks
with a single block. In symbols, let ¢}, ,» be the probability that m
blocks concatenated have length n. Then

n—m-1
Qnom = Z P Qn_t;m—1, forn,m >0
£=1
with Qoo = 1 and @1 = P,. Also, let D = 2121 p;- d’ be the
probability that a block in X is completely deleted. Restating condi-
tions a)—c) in terms of D and (), .., the probability that a block in Y
consists of & > 1 bits is given as follows:

A SY D ST R ST b H

i=0 | s>i i1
}g T
z+r—k | _ k - . .
g S () (1]
>1r>i 1= D) 'djl k k L
T T3

z2>21r>a

ACE)-Cly

Here and throughout this correspondence, we use the convention that
(Z) is zero for k > n.

The first factor in (2), 75, corresponds to condition a): it expresses
the probability that the i intermediate blocks of ones are completely
deleted. The following factor, 77, corresponds to condition b) and ex-
presses the probability that at least one bit is not deleted from the
21 + 2th block (of ones) in X . The last two factors, 7> and T3, refer to
the ¢ + 1 blocks of zeros in X and correspond to condition c). First, T
expresses the joint probability that the first block has length z, the other
¢ blocks together have length r, and exactly & of these z 4 r zeros are
not deleted, given that at least one zero (from the % zeros) comes from
the first block. Then T3 counts the number of ways in which these &
zeros may be chosen from the z 4 r: any way that includes at least one
zero from the first = zeros is acceptable. Finally, (3) is obtained from
(2) by observing that Tp simplifies to D", since it is just the probability
that ¢ independently generated blocks are deleted.

Just as we require large deviation bounds on the number of blocks
in the original codeword, we will want large deviation bounds on the
number of blocks in the received sequence as well. From our analysis
above, we can now compute the moment generating function of P,
denoted by L(t).

_dkoo ¢
d);D'

Lemma I: The moment generating function L(¢) of the block length
distribution P in the received sequence is given by

_ H@#)-D
LO=1"gwD

where H(t) = "% P. - (d+ (1 —d)e")" and D = "% | P. - d°.

Moreover, the average block length in the received sequence is given
by

Zk?k:(l—d)-%-z::]’z. @)
k E
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Proof: Leth(t) =d+(1—d)-e' and H(t) = 322, P.-h(t)".

Let Vi =3 2. Q- h(t)",7 > 0. Then

i Quir - h(t) - Py (D)

Qi1 k(1) Y Py - (1)

—1 17<;+1

> Qei1 (1) ZP - h(t)®

s=i—1

=Vi_1- H(f)

ﬁ_b%g

It follows that V; = H( 7‘)1
Using (3), we obtain for the moment generating function L(t)

S ML

z=1 r=1

Z<¥> [(ﬁ’)—(;i)}

:ZD".ZZP Qi (W)™ = n(t)" - d*)
=0

=> D" (Z Q..ih(t)
=0

Z P -
7

z=1r=1
T i]”:h(t)

- i Qrih(t)" - i Pde>
z=1

r=t

=> D'-(H(t)'-H(t)—- H(t)'- D)
= iDi ([H®™ - D H(t)")

_ :H<t)—

T 1-D-H(t)

where going from line 1 to line 2 in the preceding equation, we used
the fact that the two summations terminate at z + r and r, respectively
(since (”,) =0fork > n).

To calculate the average block length in Y, we first observe that

H'(t) = (Z P. . hW> =Y (P h(t))
ZR z

z=1

R(t)>~" -

h'(t)

Z <P, h(t)T".

(1-d)Y. 72, z- P., and we obtain for >, kP) =

=(1—d)'

Hence H'(0) =

')
Loy = H (1= D H(0)+ D H'(0) - (H{0) - D)
0= (1-D-H(0)?
_ H'(0)(1-D* _ 1+D
= a=p AP =171 DI
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III. A LOWER BOUND FOR DISTRIBUTIONS WITH GEOMETRICALLY
DECREASING TAILS

Before beginning our formalization of the lower bound, we introduce

some notation here. Let " = N - (1 — d) and B = # We
k

denote by B the number of blocks of length kinY. Let Ix be the
set of block lengths % such that Py > A~ /3 A received sequence
Y is considered a typical output of the channel if for each & € K, it
consists of P B- (1£+)(1£6)(1xe) blocks of length k, fore = 6 =
N3 and v = N ~/°_ The choices for & and v, §, ¢ are made so
that appropriate strong concentration results (to be discussed shortly)
hold for each B, with k& € K; other choices with v = § = € = o(1)
and k € K if and only if Py - B = Q(N'~) for a small constant
0 < ¢ < 1 could guarantee similar results as well. Such concentration
results are essential for proving that for appropriate rates, our decoding
algorithm fails with exponentially small probability upon reception of
a typical output. Finally, we denote by T the set of all typical outputs
for code C.

As mentioned in the Introduction, our decoding algorithm is suc-
cessful if and only if the received sequence is in the set of typical out-
puts and it is the subsequence of exactly one codeword.? In the fol-
lowing subsections, we provide upper bounds for the probabilities of
the negations of these two events. Specifically, we first show that a re-
ceived sequence is atypical with probability vanishingly small in V.
Then we show that our decoding algorithm fails with probability expo-
nentially small in /V for appropriate rates. This gives our lower bound
on the capacity.

A. Typical Outputs

The following theorem states that a received sequence Y fails to be
a typical output of the channel with probability that goes to zero as NV
grows large.

Theorem 1: LetY be the sequence received at the end of the dele-
tion channel when a random codeword X generated as in Section II
is transmitted. The probability that Y is not in the set 1" of the typical
outputs is upper-bounded by

_o(NY/
Pr < e @0, (5)

Proof: A standard application of Chernoff bounds shows that the

received sequence consists of /\f (1= €) bits, for e = V™13 with
ek}

probability at least 1 — 2e™ . Then Proposition 1 in the Appendix
guarantees that, conditioned on A"(1=¢) bits in ¥ and for § = A/ ~'/?

the number of blocks in the received sequence Y is z\/:“i( (1+ (5)
k

with probability at least 1 — emOWN), Finally, for every k € K, a
simple application of Chernoff bounds shows that, conditioned on there
being B-(1+6)(1=+e€) blocksinY, By is strongly concentrated around
its expectation P B - (1 £ €)(1 £ 6)

Pr[|By = PeB(1E6)(1xe)| >~ PeB(1E6)(1Ee€)]
PrpB(1£8)(14e)5?
<2 3
Let v = N 7Y/% Since P > N ~Y/2 forall k € K, the probability
that there exists at least one B which fails to be as described in the
definition of the typical output (conditioned on 5(1 % 6)(1 % €) blocks
in Y') is upper-bounded by

|K| - 267N < A7 9o W),

The theorem follows. O

2Strictly speaking, a received sequence that is atypical does not necessarily
constitute a decoding error, since even such a sequence might allow for suc-
cessful decoding. Hence, declaring an error in this case only yields underesti-
mates for the rate.
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B. Decoding Error Probability

We shall now show that upon reception of a typical output (which is
the case with all but vanishingly small probability), our decoder fails
with probability exponentially small in /N for appropriate rates. To this
end, we need to upper-bound the probability that any typical output is
a subsequence of more than one codeword. We denote this probability
by Ps and use an approach similar to [1] for computing it. More specif-
ically, we will first upper-bound the probability that a fixed typical se-
quence Y (arising from a codeword X)) is a subsequence of another
random codeword X' # X generated as in Section II. As in [1], this
argument will be based on the fact that a greedy algorithm matching
bits from the left in the received sequence Y to the successively ear-
liest matching bits from the left in X’ can determine whether Y is a
subsequence of X’ or not. A slight difference in our analysis is that we
will work with blocks in the received sequence, instead of individual
bits in the received sequence as done in [1], since our received sequence
is not governed by a first-order Markov chain but by a distribution on
block sizes. Since all typical outputs and all codewords share the same
structural properties, this will also be the probability that any typical
output is a subsequence of any other random codeword. Then the de-
sired probability Ps follows by a union bound over all codewords.

Let GG« be the distribution of the number of bits j from a random
codeword necessary to cover a single block of length % in Y using this
greedy strategy. To be clear, a block of length %k in Y may need more
than one block from X’ to be covered. For example, a block of five
zeros in Y may be covered by a block of three zeros followed by an
intermediate block of two ones and the another block of seven zeros.
In this case, we say that all 12 bits were necessary to cover the block
in Y, and the next block of ones in Y will start being covered by the
subsequent block of ones in X'. In general, we say that all the bits from
the last block used from X’ will be used for the block in Y since blocks

are alternating. Then G is given by
k-1

],k—z Z QriQs, i Pj—r—s. 6)

i=0 i<r<k-—1
i<s<j—k
To see (6), consider a block of k zeros (without loss of generality
(w.l.o.g.), since P is symmetric) in Y. This block will be covered with
J bits belonging to 2i + 1 blocks in X', starting at a block of zeros.
All together, the first ¢ consecutive blocks of zeros may have length at
most k& — 1; otherwise, they would suffice to cover the block in Y. The
¢ + 1th block of zeros must have length at least 1 and be sufficiently
long so that the total number of zeros from all the ¢ 4 1 blocks of zeros
is at least k. The concatenation of the 7 intermediate blocks of ones may
have any length between ¢ and j — k.

Fix a typical output Y and consider a block of length & in Y. Let
Ji. denote the number of bits from X' needed to cover it. Then .J} is
distributed according to G 1. There are P8 - (1 £ ~)(1 £ 6)(1 L €)
blocks of length & in Y, for every & € K. The number of bits each of
these blocks needs to be covered are i.i.d. random variables. If J” is the
number of bits needed to cover block x in Y, we can use the Chernoff
bounds to bound the probability that a randomly generated codeword
contains Y as a subsequence as follows:

] . @)

<Z JT < V) < ety Lg (e [0’”’”])

Since Y is a typical sequence

Pr - N :
Br= =——(1xe)(1E£v)(1£6
8 S eor P "( )1 £ ) )
Pk N(1-d) 1
- Zk>1 P U 0( 2

Fork > 1landt > 0

oo

Ele "*] = ZﬁitjGj,k <e !

=k

.iGj’k < 1.
i=k
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Then, by a union bound, the probability that Y is a subsequence of
more than one codeword is at most

Pe <2V Y [H (£ [])

kEK

_ N(1—d)

(1=o(1))
:| ZA>1 Pk

_(-d) .
(1=o(1))
> kP
— | o7, |:H (E [C*Uk]) :| E>1

kEK

Since the o(1) term in the exponent does not affect the asymptotics, it
can be ignored. Hence, for the probability that the decoder fails to go
to zero asymptotically it suffices that the expression raised to the Nth
power is less than 1. Therefore, we can achieve any rate R (in bits)

satisfying
) T —tJ
R < ?1%1?; [ t-loge ZL>1 . log {kg (E[ AD }}

®)

‘We thus obtain the following theorem for arbitrary distributions P € P.

Theorem 2: Consider a channel that deletes every transmitted bit
independently and with probability d and a binary input alphabet. The
capacity of this channel in bits is lower-bounded by

Cga>sup |—t-loge— ————— Z P - log Z _t'jGj,k
;>0 Zk>l keK —
epP

(C)]

for P given by (3), >~ k - P given by (4), and G given by (6).

While Theorem 2 does not yield a simple closed form, given a
specific distribution P, a provable lower bound for the capacity can
be evaluated numerically using the theorem. We remark that since
ZJ’O: . e "Gk < 1, every logarithm inside the summation over K
is negative. This implies that summing over a finite number of %’s
strictly underestimates the final capacity bounds, and hence K in (9)
may be replaced by any subset of finite cardinality. This observation
allows numerical calculations to be performed over a finite number of
k’s, while still providing a provable lower bound.

IV. GEOMETRIC DISTRIBUTIONS

In the special case where the block lengths in X are geometrically
distributed, i.e., P; = (1—p)p’ ™", the following corollary to Theorem
2 shows that the lower bounds to the capacity achieved by our frame-
work are always better than the lower bounds obtained in [1].

Corollary 1: Consider a channel that deletes every transmitted bit
independently and with probability 0 < d < 1, a binary input alphabet
and geometric block length distribution P. The capacity of this channel
is lower-bounded by

Cyer > sup [—t-loge — (1 —d)log (A'~7. B7)]

t>0
0<p<1
— (—p)e” — Q—p)?e? | —p
where ‘1 T_pe—1 ,B T—pe—t +[)6’ and(_[—l m

Moreover

sup [—t-loge — (1 —d)log (A'"%- BY))

0<p<1
> sup [—(1—d)log{(1—q)A+¢B} —t-loge].
0p<
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Rate in bits

10 "5 - Random codes lower bound
| —x— 1st order MC lower bound
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—— Ullman’s upper bound
I

I I I | |
0 0.1 0.2 0.3 0.4 05 0.6 0.7 038 09 1.0
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Rate in bits
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I I I

| | [
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Deletion probability p

Fig. 2. Improvements in rates with our framework, for geometric and (m, M, «) distributions.
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A detailed proof appears in the Appendix. We point out that our proof
can also be derived by following the corresponding proof in [1] while
using our stronger notion of a typical output. The left graph in Fig. 2
and the numerical results of Table I show resulting underestimates of
rates obtained using the corollary. (The results are underestimates as
we optimized p up to only two decimal digits for d < 0.96 and three
decimal digits for g > 0.9.)

V. NUMERICALLY DERIVED LOWER BOUNDS FOR THE CAPACITY

We also considered codebooks consisting of codewords with more
general block length distributions 7 € P. As Theorem 2 does not
generally yield bounds as simply expressible as for the case of geo-
metric distributions, our results arise from numerical calculations. In
trying alternative block length distrubutions, we first tried to improve
on geometric distributions using local-search-based approaches to re-
peatedly modify the distribution toward a better rate. This approach did
appear to lead to minor improvements across the board for all rates, but
was extremely slow.

We suspected that for high deletion rates, greater variability in block
lengths would lead to improved code rates. We considered the case
where a block in X is either assigned a short integer length m with
probability « or a larger integer length M > m with probability 1 — z.
We denote such distributions by (m, M, x). The intuition behind this
choice is that is provides an alphabet similar to a Morse code for the
deletion channel, with short blocks being the equivalent of dots and
long blocks being the equivalent of dashes. Of course there is still the
possibility that short blocks may be deleted, or short and long blocks
may be confused, which limits the posible sending rate.

The upper graph in Fig. 2 shows the improvement (m, M, x) distri-
butions yield over the geometric distribution when d > 0.35. Because
we found no easily computable closed form for the capacity using these
distributions, the calculated rates (given in Table II) are underestimates
of the best achievable rates, derived as follows.

Let RY be the rate achieved by the best possible distribution
(m, M, z) for the fixed deletion probability d. Similarly, let RH™
be the rate achieved by the best pair (M, x) when m,d are fixed,
and R%™* be the rate achieved by the best x for fixed M, m,
and d. We compute local maxima that approximate these quantities;
computation becomes fairly time consuming even for moderate
deletion probabilities. Let f?d,Rd’m, and RY™™ denote our ap-
proximations to RY, R*™ and R?™™ respectively. For each
d, we only consider a limited number of triplets (m, M, x). Let
Z?d"’”"w(;v) be the rate we compute according to Theorem 2 for the
distribution (m, M, x) when the deletion probability is d. Starting
atm = M = 1and x = 0.01, and successively incrementing =
by 0.01, we set RY"™™M = R®™M (1) for the first x that satisfies
R Mgy > RY™M (2 4 0.01); we only optimize x over two
decimal digits. Similarly, we set Rim = RE™M for the first M
such that R&™M > R4™M+L FEinally, we set R = R4™ for
the first m that satisfies R*™ > R®"! The lower graph in Fig. 2
shows R%; clearly, R > R?. Tables I and II explicitly specify the
input distribution that achieves R for geometric and (m, M, )
distributions respectively, for each deletion probability d between 0.05
and 0.95 in increments of 0.05.

Table II suggests that for (m, M, x) distributions, the m value
should be chosen so that short blocks are deleted fairly infrequently,
and M should be chosen so that small numbers of consecutive small
blocks are unlikely to be confused with a long block.

VI. DISCUSSION OF OUR RESULTS

As discussed in the Introduction, the improvement in our bounds as
compared to the bounds in [1] is due to two reasons. The left graph
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TABLE I
LOWER BOUNDS BASED ON CODEBOOKS DERIVED FROM
GEOMETRIC DISTRIBUTIONS

[ d T p ] RaeRinbits |
0.05 0.53 0.715374
0.10 0.56 0.537944
0.15 | 0.60 | 0.404950
0.20 0.64 0.302442
0.25 0.70 0.222211
0.30 0.72 0.161947
0.35 0.76 0.115322
0.40 | 0.79 | 0.080279
0.45 | 0.83 | 0.054412
0.50 0.86 0.035694
055 | 0.89 | 0.022525
0.60 0.92 0.013545
065 | 0.94 | 0.007662
0.70 0.96 0.003990
0.75 | 0.97 | 0.0018602
0.80 0.98 0.00072753
0.85 | 0.99 | 0.00022696
0.90 | 0.996 | 0.00004406
0.95 | 0.999 | 0.000002678

TABLE 11

LOWER BOUNDS BASED ON CODEBOOKS DERIVED FROM
(m, M, x) DISTRIBUTIONS

[ d [T m ] M ] = | RaeRinbits |
0.05 1 3 0.65 0.479821
010 | 1 3 0.61 0.393384
015 | 1 3 0.57 0.307949
020 | 1 4 0.59 0.246441
0.25 1 5 0.61 0.191807
030 | 1 5 0.56 0.147945
0.35 2 8 0.55 0.116820
0.40 2 10 0.56 0.091924
045 | 3 14 | 054 0.070492
0.50 3 16 0.53 0.054772
0.55 3 19 0.52 0.041009
060 | 4 27 | 051 0.030715
0.65 5 37 0.48 0.022297
070 | 5 46 | 048 0.015642
075 | 7 73 | 045 0.010469
080 | 8 | 107 | 044 0.006490
085 | 11 | 191 | 042 0.003543
0.90 | 16 | 405 | 0.40 0.001541
095 | 26 | 739 | 0.24 0.000318

in Fig. 2 shows the improvement in the rates due to the stronger def-
inition of the typical output sequence. Here the lengths of the blocks
are still geometrically distributed. The right graph in Fig. 2 shows the
improvement due to using Morse-code-like block-length distributions.
As already discussed, both curves are underestimates of the actual rates
achievable by the technique described in Section II. The graph also
shows a combinatorial upper bound for the capacity of channels with
synchronization errors derived by Ullman in [9]:

Cael €1 = (1+d)log, (14 d) + dlog, (2d) bits (10)
where d in his notation is the limit of the fraction of synchronization
errors over the block length of the code, as the latter goes to infinity.
However, Ullman’s bound is based on a channel that introduces d - N
insertions only in the first (1 —d) - IV bits of the codeword and it is for a
codebook with zero probability of error. Hence it does not necessarily
constitute an upper bound for the i.i.d. deletion channel, although it has
been used as an upper bound for comparison purposes in previous work
[1]. In fact, using different techniques, we have recently shown [3] that
this bound can be broken in the case of the i.i.d. deletion channel for
deletion probability larger than 0.65 and codewords following some
first-order Markov chain.
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Dolgopolov [5] relies on a theorem by Dobrushin [4] relating the
capacity of the i.i.d. channel with synchronization errors to the mu-
tual information between the transmitted codeword and the received
sequence to derive upper bounds for the binary i.i.d. deletion channel:

d

Cael < (1 - —> log (2 — d) + glogd bits. (11)

2
These bounds hold for codebooks with nonzero probability of error and
therefore are closer to the nature of our bounds than Ullman’s bounds.
However, they rely on an unproven assumption, and arise from consid-
ering codebooks consisting of uniformly at random chosen codewords.
Hence, it is not surprising that in [3], we show lower bounds on the
1.i.d. deletion channel that exceed (11) for d > 0.8.

VII. CONCLUSION

‘We have presented lower bounds for the capacity of binary deletion
channels that delete every transmitted bit independently and with prob-
ability d. We suggested using codes that consist of codewords with al-
ternating blocks of zeros and ones; the lengths of these blocks are in-
dependently distributed according to the same distribution P over the
integers. We both improved the previous lower bound argument for ge-
ometrically distributed block lengths and showed better lower bounds
using (m, M, x) distributions for d > 0.35. Our work suggests two
ways to continue improving the lower bound for the capacity of the
deletion channel. First, we might introduce even more powerful notions
of typical outputs that would allow for better analysis. Second, deter-
mining better distributions for blocks as a function of d could yield
improved results.

APPENDIX

In this appendix, we provide additional technical details. We first
prove a proposition which is key to showing that received sequences
are typical with high probability (see Theorem 1).

Proposition 1: Consider a random codeword generated as in Sec-
tion I Let p = Y. jP; and o® = Y j?P; — p”. Then for § =
7=1/3 the number of blocks in X is Nl (1 & &) with probability at

ouN "
least 1 — e—©®N'/%)

Similarly, for iy = 32, kPy, 03 = 3, k*Pr — p3,e = N3,
and § = N"71/3, the number of blocks in the received sequence Y is
vEll—j”)(l =+ &) with probability at least 1 — emOW),

Proof: Let Z;,1 < i < % be i.i.d. random variables, each dis-
tributed according to P, with E[Z;] = p and Var(Z;) = 7. Let
W, 1 <i< ;\T be i.i.d. random variables, such that W; = Z; — pn.
Then E[W;] = 0 and Var(W;) = o2, Recall by our definitions that
since I € P, there exist constants U, «, and ¢ such that P, < ¢ for
alll < j < U,and P; < (1 —a)-a’"'forall j > U. A simple
calculation yields that the moment generating function of W; is well
defined in an interval around 0; specifically

U
E [ctwi] <e M (Z ce' + Z(l — az)(y'j_]{zf"j)

j=1 J>U

U Notf o U
— C—f[l, C(,’t € 1 + (1 a)e ((18 ) .
et —1 1— aet

We can therefore apply standard large deviation bounds; specifically,
we apply [6, p. 553, eq. (7.28)], or alternatively the form corresponding
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to Theorem 5.23 in [8, p. 178] (and the corresponding equations in [8,
p- 183]) with the value = N'/S_This immediately yields

1—Pr

N 7
Ziz/lu ”Z < _/w\rl/G
ov N
BW?]
_ (1 _ @(Z\/vl/G)) . ¢ 603 (1 + O(N_l/?’))
N/p s
= Pr |y Zi—N<oN/P| >1— 700

=1

where ® () is the standard normal distribution and the result follows
from the inequality 1 — &(x) < ﬁe*ﬁ/ 2 and the fact that E[W})
and o2 are finite. An entirely symmetric bound for = —N'/% from
the same equation gives

N/w
Pr |3 Z - N> -gN/*| > 170N,
=1

We conclude that asymptotically

N/
Pr Z Z; — N|> oN??| < e_e(Nl/S).

=1

(12)

Since each block has length at least 1, (12) implies that with probability
atleast 1 — 6_@(;\,-1/3)7 N/p—a N?? blocks result in total length less
than N while N/z + o N*/3 blocks result in total length greater than
N. Since i and o are both finite, we conclude that for 6 = po N3,
the number of blocks in X is %(1 =+ &) with probability at least 1 —
67(—)(N1/3).

The second part of the proposition is quite similar. First, we note
that |[Y| = NV (1 = ¢) with probability at least 1 — (fe(Nl/S), for e =
N3, by standard Chernoff bounds. With this we need only show
that the random variables W; = Z; — Y . kP have a well-defined
moment-generating function in an interval around 0, where the Z;’s are
distributed according to the block length distribution P in the received
sequence. Lemma 1 gives the moment-generating function L(¢) of P.
Again, since P € P, there exist constants U, v, and ¢ such that P; < ¢
foralll1 < j < U,and P; < (1 —a) a’~" forall j > U. Hence,

=) U
D= ZPZdZ < ch; + Z(l — o)’
z=1 z=1

- = z>U
d" =1 (1—a)d(ad)”
<ecd 7-1 - )
Similarly
.- . ROY =1 (1—a)h(t)(ch(t))’
H(t)=Y Poh(t) <c-h(t)- 358)_1 ( afﬁﬁ}f;;(t»

z=1

where h(t) = (1 — d) - e' + d. (Note that H(0) = 1.) It follows
that the moment-generating function L(#) is finite in a neighborhood
around 0. A similar argument to that used for the codeword X now
shows the number of blocks in the received sequence is %f&) (1£96)
with probability at least 1 — e_e(Nl/a), and the lemma easily follows.
O
We now provide the necessary technical arguments behind Corol-
lary 1, which we repeat below.



4656

Corollary 1: Consider a channel that deletes every transmitted bit
independently and with probability 0 < d < 1, a binary input alphabet,
and geometric block length distribution P. The capacity of this channel
is lower-bounded by

Cael > sup [—t-loge — (1 —d)log (A% Blfq)]
05pe1

—t 7 _,~26—2t _
where A = (i_p)t_t ,B=UU=pre " 4 e~tandg=1-

—pe 1—pe
Moreover

1—p
1+d—2pd"

sup [—t-loge — (1 —d)log (A'~¢- BY)]

0<pe1
> sup [—(l—d)log{(l—¢q)A+¢B} —t-loge].
t>0
0<p<l

Proof: Let P; = (1 — p)p’~". We start by deriving closed for-
mulas for distributions ) and G when the block lengths in X are dis-
tributed according to P. We present the intuitive explanations of the
corresponding formulas whenever possible instead of their mathemat-
ical derivations.

Fact 1: The probability that ¢ blocks concatenated have length r is

: r—=1 . i
given by Q,; = (7. 1 )p" (1= p)t.

Proof: Ifr = i = 0, then Qo0 = 1, since zero blocks concate-
nated have length 0. For » < i, (), ; = 0, since a block consists of at
least one bit. For i > 1 and » > i, it is easy to observe that (), ; is
indeed given by Fact 2: from a total of r bits, there are r — 1 choices
to place the last bits of i — 1 blocks (the ith block is fixed to end at the
rth bit). The last factor (p"~*(1 — p)*) corresponds to the individual

-1
probability of each of the aforementioned ( r 1 ) equiprobable ar-
i —
rangements. O
Fact 2: The probability that it required j bits from X to cover a
block of % bits in Y is given by

i (k=1 (i=k\ (1=p)"
_ _ 1 I 4
Gix=Q1-p)yp Z( ; )< . )< . ) . (13)

1=0

Proof: Consider a block of k zeros in Y, denoted by By (the
reasoning is exactly the same for a block of % ones, since P is sym-
metric). In order to cover By, 2i + 1 blocks from X are used, for
0 < i < k — 1, starting at a block of zeros and ending in a block of
zeros. The total length of the first ¢ blocks of zeros is at most k — 1
(otherwise, they would suffice to cover By ). Then the number of ways
to choose the lengths of these ¢ blocks is given by the number of non-
negative integer solutions to the inequality /1 + 12 +---+1; < k, with
l; > 1forl < j < . The latter equals (*7').

Similarly, there are ('7 :L) ways to choose the lengths for the ¢ blocks
of ones (their total length may range from ¢ up to j — k). Finally,
P’ 72711 — p)**? yields the probability of an individual arrange-
ment of 2¢ + 1 blocks with total length j. g

The following combinatorial fact will be directly applied to (8) to
upper-bound the rate.

Fact3: Let Py = (1—¢q)-¢" ' forg=1— Hld%pd, G given by
(13), 5 = b=, and \ = =+ (p+ (1= 2p)e™"). Then
- Py
H { Gj,k i c—"j} — H1—0(1) . )\liq *0(1).
rex U=k
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Proof: We firstderive aclosed formfor > 7%, G & e~ interms
of x and A

-

—t7
> Gix-e "
1=k

Y T 1-p)

=k

e A2 A YA
()06 -
k—1 . 21
()6

=0 t p

[
—
@‘|
S

It follows that
k1 ke Ky 22
H(;«;-)\k)q e {;{ZA-GK(I ,\Zkex kg } ¢
kEK
it
_

. q
g O(log N)-q©CUlog N) } q

SN=Z T (1-9)?

O e

since for the geometric distribution, 5, > A~ /3 implies that K con-

sists of all block lengths up to jfjg{g\g[q. d

Plugging Fact 3 into (8) (and ignoring the o(1) terms which do not
affect the asymptotic nature of the latter), we get

R< sup |—t-loge— 7dlog (,@)\ﬁ)}

1—
>0 1/(1_(1)

0<p<l1

= sup [—t-loge—(1—d) log (k' 79 N
0<p<1

It is easy to check that

1—q (1—p)' % "(p+ (1 —2pe )
K A=
1—pe—?

=Al"7. p?
Thus,

R < sup [—t-loge— (1 —d)log(A'~¢- BY)].
0<p<1

(14)
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Recall that the rate R* computed in [1] is bounded by

R' < sup [=t-loge — (1 —d)log ((1—¢q)A+¢B)]
t>0
0<p<1

(see (1)). Let t* > 0 be such that for fixed d, p, R* (") is maximized.
Then forall 0 < ¢ < 1, A% B'"% < qA 4+ (1 — ¢) B by convexity.
Hence, we conclude that

R> R(t") > R'(t").

In fact, the optimization of (14) for fixed d, p has a closed form since
it results in a quadratic equation in ¢ (similar to (1)). O
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A Simple Lower Bound for the Capacity of the
Deletion Channel

Michael Mitzenmacher, Member, IEEE, and Eleni Drinea

Abstract—We present a simple proof that the capacity of the binary in-
dependent and identically distributed (i.i.d.) deletion channel, where each
bit is deleted independently with probability d, is at least (1 — d)/9, by
developing a correspondence between the deletion channel and an inser-
tion/deletion channel that we call a Poisson-repeat channel.

Index Terms—Binary deletion channel, channel capacity, insertion
and/or deletion channels.

[. INTRODUCTION

In this work, we consider a natural correspondence between the bi-
nary independent and identically distributed (i.i.d.) deletion channel
(referred to henceforth simply as the deletion channel), where a fixed
number of bits n are transmitted and each is deleted independently with
probability d, and a simple insertion/deletion channel that we call a
Poisson-repeat channel. Based on this correspondence, we are able to
conclude that the capacity of the deletion channel in bits, which we de-
note here by Cy, is at least 0.1185 - (1 — d) for every d,0 < d < 1.
We prefer to write this in the simpler form

Ca>(1-4d)/9

to emphasize that this bound is within a constant factor of the trivial
upper bound on the capacity of (1 — d) (based on the capacity of the
binary erasure channel) for all d. As far as we can tell, no previous work
has given a capacity lower bound that is within a fixed constant factor
of (1 —d). Our approach also naturally generalizes to larger alphabets,
but for this work we focus on the binary case.

The deletion channel has been the subject of recent study. The best
lower bounds known for the capacity arise from an argument of Drinea
and Mitzenmacher [2], [3], which we apply here to lower-bound the ca-
pacity of the Poisson-repeat channel. For deletion channels with larger
alphabets, the work of Diggavi and Grossglauser [1] gives the best
general capacity bounds. For more information and background, see

(21, [3].

II. THE POISSON-REPEAT CHANNEL

We define a Poisson-repeat channel with parameter A as follows:
the input is a binary string of length n. As each bit passes through the
channel, it is replaced by a discrete Poisson number of copies of that bit,
where the number of copies has mean A and is independent for each bit.
Notice that some bits will be replaced by 0 copies. The receiver obtains
the concatenation of the bits output by the channel.

We use basic facts about the Poisson distribution that can be found
in standard texts (see, e.g., [4]). For example, the sum of a constant
number of independent random variables with a Poisson distribution
also has a Poisson distribution; similarly, if we have a number of items
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